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EDITORIAL

Organon F 24 (4) 2017: 436-437

Current Topics in the Philosophy of Science

The four papers assembled in this special issue on the philosophy of sci-
ence were originally presented at The Inaugural Conference of the East Euro-
pean Network for Philosophy of Science (EENPS) in June 24-26, 2016, in Sofia
(Bulgaria). The driving idea behind initiating this network and making such a
conference a reality was to bring the philosophers of science working (primar-
ily, though not exclusively) within the former ‘Eastern Block’ together and en-
hance their co-operation with other colleagues not just from East European
countries but also from other European countries and countries outside Eu-
rope. Even though the present papers are but a fragment of the conference’s
contributions, they clearly witness the quality and fruitfulness of the inaugural
conference in particular and the EENPS’s agenda in general.

The papers figuring in this special issue of Organon F address some of the
topics that are currently discussed in the philosophy of science. Namely, Lilia
Gurova’s “A Reason to Avoid the Causal Construal of Dispositional Explana-
tions” goes in line with non-reductionist (and non-causal) accounts of dispo-
sitional explanations. Gurova’s paper provides an argument against a general
treatment of dispositional explanations as causal ones and offers also a posi-
tive reason to account for the distinctiveness of dispositional explanations.
Mario Giinther’s “Learning Conditional and Causal Information by Jeffrey
Imaging on Stalnaker Conditionals” presents a unified account of learning un-
certain conditionals and causal information modelled by Jeffrey imagining on
Stalnaker conditionals. Moreover, his paper also comes with what seems to be
a general solution to Douven’s (2012) examples and the Judy Benjamin Prob-
lem. Dusko Prelevi¢’s “Hempel’s Dilemma and Research Programmes: Why
Adding Stances Is Not a Boon” paper addresses two distinct approaches to
Hempel’s dilemma with respect to physicalism. Prelevi¢ argues for construing
physicalism rather as a (Lakatosian) research programme than as a stance.
Finally, in “The Role of Priors in a Probabilistic Account of ‘Best Explana-
tion’”, Anton Donchev argues for a probabilistic interpretation of the ‘best ex-
planation’ in terms of both, likelihoods and priors of alternative hypotheses
with an emphasis on taking priors seriously. He also invites us to have a closer
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EDITORIAL 437

look at those conditions where Inference to the Best Explanation and Bayesian
Confirmation Theory lead to the same (kind of) conclusions.

We believe that these papers make a vivid contribution to the correspond-
ing areas of philosophy of science. We thereby thank the authors for being
interested in submitting their papers to this special issue. It was a pleasure for
both of us to be involved in the process of preparing and elaborating this issue.

We’d also like to thank Marian Zouhar, the editor-in-chief of Organon F,
for inviting us to edit this issue. We are extremely grateful to our reviewers,
for their excellent suggestions and criticisms, and an inspiring co-operation
during the whole process. From the beginning, we’ve been receiving a great
support and encouragement from our colleagues in the EENPS’ Steering Com-
mittee, especially from Daniel Kosti¢ and Lilia Gurovd and from the EPSA
(European Philosophy of Science Association) Steering Comitee, especially
from Stephan Hartmann and Roman Frigg who stimulated the efforts of initat-
ing the network and organizing the inaugural conference. Thank you!

As a special bonus, we are happy to include in this volume also an interview
with Professor Joseph Agassi, on occasion of his astonishing jubilee, by Zu-
zana Parusnikovd (Institute of Philosophy, Czech Academy of Sciences). This
is a magnificent occasion for us and Organon F to wish professor Agassi all
the best, especially strong health and fresh intellect, for the up-coming years.

Moreover, we are also delighted to include two book reviews — the former
by Martin Zach, and the later by Jaroslav Peregrin. Both of them fit nicely into
this issue.

So, without any further ado, we invite you to enjoy the reading!

Richard David-Rus
rusdavid@gmail.com

Lukds Bielik

bielikluc@gmail.com
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A Reason to Avoid the Causal Construal
of Dispositional Explanations

LILIA GUROVA!

ABSTRACT: Those who argue that dispositional explanations are genuine explanations
usually construe them as causal explanations. There are several well-known arguments
against the causal efficacy of dispositions, but there are as well demonstrations that on
some minimal conditions, dispositions could be viewed as causally relevant to the ef-
fects which they are taken to explain. Although the latter position is generally tenable,
it may be shown that in some important cases it is not a good idea to commit to a causal
construal of dispositional explanations. The argument goes as follows: (1) Dispositional
explanations are valued for certain specific extra-inferences which they allow us to
draw; (2) The causal construal of dispositional explanations can account for some of
these extra-inferences only on the assumption that the disposition is a common cause
of its manifestations; (3) However, under certain circumstances, the common cause as-
sumption is refuted on theoretical or empirical grounds; Therefore, (4) under certain
circumstances, the causal construal of dispositional explanations cannot account for
what these explanations are valued for. The latter conclusion is a reason to argue that
in some cases at least, the causal construal of dispositional explanations should be
avoided.

KEYWORDS: Dispositions — dispositional explanations — extra-inferences — non-causal
construal of dispositions — surplus meaning — trait explanations in psychology.
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1. Introduction

Those who argue that dispositional explanations are genuine explana-
tions usually construe them as causal explanations either by assigning a
direct causal role to the explanatory dispositions (or to their ‘causal bases’)?
or by representing dispositions as parts of, or referring to, larger complexes
which play the causal/explanatory role (cf. Hempel 1965; Vanderbeeken &
Weber 2002). There are several well-known arguments against the causal
construal of dispositions which allegedly demonstrate that dispositions
could not play a causal role.> There are at the same time demonstrations
that on some minimal conditions, dispositions could be viewed as causally
relevant to the effects which they are taken to explain (cf. McKitrik 2005).
Although the latter position is generally tenable, it can be shown that, in
some cases at least, it is not a good idea to commit to the causal construal
of dispositional explanations. The main argument goes as follows: (1) Dis-
positional explanations are valued for certain specific extra-inferences
which they allow us to draw and which raise our understanding of ex-
plained phenomena; (2) The causal construal of dispositional explanations
can account for some of the extra-inferences which the dispositional expla-
nations allow for only on the assumption that the disposition is a common
cause of its manifestations; (3) However, under certain circumstances, the
common cause assumption is refuted on either theoretical or empirical
grounds, or both; Therefore, (4) under certain circumstances, the causal
construal of dispositional explanations cannot account for the extra-infer-
ences which these explanations are valued for. The latter conclusion is a
reason to argue that the causal construal of dispositional explanations

2 The view that dispositions play a direct causal role has been defended by Nancy

Cartwright. She, however, prefers the term ‘capacities’ instead of ‘dispositions’ (see
Cartwright 1999). Armstrong is a famous defender of the view that dispositions could
be assigned a causal role if, and only if, we identify them with their underlying causal
bases (see Armstrong, Martin & Place 1996).

3 The most popular are the so-called “Analyticity Argument” (cf. Armstrong 1968;

Mackie 1973; Block 1990; Dardis 1993; Jackson 1995) and the “Exclusion Argument”
(cf. Kim 1990; Block 1990); see McKitrk (2005) and Choi & Fara (2012) for a concise
presentation of both arguments. Hiittemann (2009) has raised an additional objection
against the causal view of dispositions: the latter could not be construed as causes of
their manifestations because they do not precede their manifestations in time.
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should be avoided if we value the inferential benefits provided by these
explanations.

After introducing some preliminaries in section 2, the premises (1) —
(3) of the argument against the causal construal of dispositional explana-
tions are discussed in more detail in sections 3 and 4. Section 5 presents
the view that dispositional explanations are better viewed as forming a
distinct type of explanation and that the explanatory virtues of these ex-
planations build on the extra-inferences which they allow for. The last
section 6 summarizes the rationale for the proposal to give up the causal
construal of dispositional explanations and analyze them instead in terms
of their inferential virtues.

2. Some preliminaries

2.1. Two ways to present a dispositional explanation

A dispositional explanation could be presented in the following
way:

(2.1) ‘X did B in the situation S because X has the dispositional prop-
erty D’.

Here are some examples of dispositional explanations:

El: ‘The vase broke when it fell on the floor because the vase is
fragile.’

E2:  ‘John hit Mary when she provoked him because John is aggres-
sive.’

X in the sentence (2.1) stands for the object (the agent) which possesses
the dispositional property D. B is usually called a manifestation of the
dispositional property D and the situation S contains, or coincides with,
the stimulus condition, which activates the manifestation B (cf. Choi &
Fara 2012).

In (2.1) the stimulus condition (the situation S) is presented as a part of
the explanandum, i.e. it precedes the because-clause. It is possible, how-
ever, to reformulate (2.1) in the following way:
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(2.2) ‘X did B because X has the dispositional property D and X was
in the situation S.’

In (2.2) the stimulus condition (the situation S) is presented as a part of the
explanans, i.e. as a part of the because-clause. If we reformulate the exam-
ples E1 and E2 in accordance to (2.2), we’ll receive the following explana-
tions:

E12: ‘The vase broke because it is fragile and it fell on the floor.’

E22: ‘John hit Mary because John is aggressive and Mary provoked
him.’

Intuitively, the two forms of the presented dispositional explanations (the
forms E1 and E2 on the one hand and E12 and E22 on the other hand) have
different meanings but without undertaking an additional analysis, we don’t
seem to have any good reason to prefer the one form instead of the other.
The distinction between the forms (2.1) and (2.2) should be taken seriously
in any analysis of dispositional explanations, especially by those who con-
strue dispositional explanations as causal explanations. This is because the
choice between (2.1) and (2.2) determines what kind of a causal role one is
allowed to assign to dispositions. For example, if we construe a disposi-
tional explanation following (2.1) form we must assign a direct causal role
to the dispositional property D, but if we choose (2.2) form we may assume
that dispositions are not independent causal factors as they play a causal
role only in conjunction with the stimulus conditions which have evoked
their manifestations.

2.2. Dispositional vs. categorical properties

In both forms of dispositional explanations the role of the stimulus con-
dition S is crucial, although this role, as it was shown above, is different in
(2.1) and (2.2). Some are tempted to assume that stimulus conditions are
indispensable parts of dispositional explanations because it is a distinctive
characteristics of all dispositional properties (e.g. the properties of being
fragile, soluble, aggressive, vulnerable etc.) that they are always mani-
fested under some stimulus conditions while categorical properties (e.g.
the properties of being made of wood or glass, being round, having a par-
ticular mass etc.) are present under all conditions (cf. Choi & Fara 2012).
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Philosophers, however, have never shared a common view about the dis-
positional/categorical divide. According to the so-called categoricalists, a
famous representative of which is D. Armstrong (see Armstrong 1997), all
real properties are categorical properties. On this view, the terms which
seemingly refer to dispositional properties are mere shortcuts for categori-
cal properties. In contrast to categoricalism, the view called dispositional-
ism states that (at least some of) the real properties in the world are essen-
tially dispositional, i.e. irreducible to any categorical properties.* As we
shall see in the next section 2.3, categoricalism and dispositionalism entail
different views on the explanatory status of dispositions. The categorical-
ists usually claim that dispositions, being at best shortcuts for categorical
properties, are causally inert and thus non-explanatory. Most of the dispo-
sitionalists recognize the causal efficacy of dispositions and their irreduci-
ble explanatory role. If, however, we embrace a view where the explanato-
riness of dispositions is disentangled from their causal status, we are not
anymore forced to take a side in the debate about the proper ontology of
dispositions.

2.3. Different views on the explanatory status
of dispositional explanations

One can recognize in philosophical literature three major views on the
explanatory status of dispositions (cf. Mumford 1998):

(a)  Dispositions do not play any explanatory role.

This is the position defended by most of the categoricalists (see above) who
insist that dispositions, if they exist at all, are causally inert and, therefore,
non-explanatory.

(b)  Dispositions play only a heuristic role pointing to where to look
for genuine causal explanations.

4 The extreme version of dispositionalism stating that all properties are essentially

dispositional can be found in Popper (1959) or Mumford (2004). Another kind of ex-
treme dispositionalism is the view that all properties are at once dispositional and qual-
itative, i.e. categorical (see Heil 2005).
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Part of the categoricalists tolerate a temporary use of dispositional expla-
nations in situations where there is a lack of information about the alleged
categorical bases of the dispositional properties.

(c)  Dispositional explanations are genuine causal explanations.

Those who subscribe to (c), however, differ significantly in their views on
how dispositional explanations should be construed as causal explanations.
Very few of them, for instance, claim that dispositions possess causal pow-
ers.’ Dispositions are usually taken to have a causal role either in a couple
with their causal bases (cf. Armstrong, Martin & Place 1996), or in con-
junction with the situations in which they are manifested (see Hempel
1965). On the other hand, those who criticize the causal role of dispositions
provide arguments against the possibility for dispositions to play a direct
causal role (cf. Armstrong 1968; Mackie 1973; Block 1990; Kim 1990;
Dardis 1993; or Jackson 1995).
Besides the three major views (a) — (c), a recent view (d) states that:

(d) Dispositional explanations are genuine non-causal explanations.

According to this view, dispositions do not cause, neither on themselves
nor along with other factors, the explained phenomena (cf. Hiitteman
2009). Hiitteman builds his argument for a non-causal construal of dispo-
sitional explanations on the claim that dispositions cannot be construed as
causes as they do not precede their manifestations in time. However, as
McKitrik (2005) has shown, it is possible to construe dispositional expla-
nations as causal explanations if we embrace a sufficiently weak, “disposi-
tion-friendly” criterion for causal relevance which does not include the
clause that causes must be independent from their effects and temporally
precede them.

In this paper I'll argue against the causal construal of dispositional ex-
planations on a different basis. It will be demonstrated that even in cases
where the causal construal of dispositional explanations is possible, this
construal leads to assumptions which are unacceptable for theoretical and
empirical reasons.

5 Nancy Cartwright is a famous defender of this view — see Cartwright (1999); see

also Heil (2005).
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3. What dispositional explanations are good for?

According to an influential view (see Quine 1969; Armstrong 1973),
dispositional explanations are at best (temporary) substitutes for genuine
causal explanations. I am not going to discuss here the arguments for this
view.% It suffices to note, that if there are dispositional explanations which
are irreducible to non-dispositional ones in disciplines as diverse as physics
and psychology,’ these explanations probably play a role which exceeds
that of a substitute and which deserves a more careful analysis.

Let us consider again the simple example E1: ‘The vase broke when it
fell on the floor because the vase is fragile.” A categoricalist would argue
that the explanation E1 could be reduced to the following one:

E1*: ‘The vase broke when it fell on the floor because the vase is made
of glass and the crystalline structure of glass makes it fragile.’

At first glance, E1* does not only serve as a good substitute for E1 but it
even looks a “deeper” explanation as far as in addition to explaining why
this particular vase broke, it explains as well why the vase is fragile (the
vase is fragile because of its crystalline structure). From this perspective,
E1* does look superior to E1.

But let’s take a different perspective. Let’s ask about what one can infer
from each of these explanations. Given E1*, we are entitled to expect that
not only this particular vase will break if it falls on the floor but any object
of a similar mass, which is made of glass having the same crystalline struc-
ture will break too, if it falls on the floor from the same or a bigger height.

6 A simplified form of the standard argument goes as follows: all genuine explana-

tions are causal explanations; dispositions are causally inert (although they can refer to,
or be grounded in, causally efficient categorical properties); therefore, dispositions in
themselves could not play an explanatory role.

7 Quantum mechanics, as it is understood today, seems to leave no room for non-

dispositional interpretations of the properties of the fundamental particles. See, e.g.,
Bigaj (2012) for a nice explanation of why such properties as the spin of an electron
are best understood as irreducible dispositional properties. In a similar vein, many
personality psychologists and philosophers of psychology view personality traits as
dispositions which are not reducible to neurophysiological, genetic or other biologi-
cal or physical categories (see Wiggins 1973; Cervone 2004; Borsboom 2015;
Gurova 2017).
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Given E1, however, we are entitled to expect much more. For instance, we
are justified to suppose that a fragile ceramic vase (or another fragile ce-
ramic object) will break if we drop it on the floor. The same should be
expected about a fragile match house, or a fragile egg, if they are dropped
on the floor, although they do not have a crystalline structure like the glass
vase from E1. In other words, the dispositional explanation E1 has a bigger
inferential content (i.e. it allows for a larger number of inferences to be
drawn) than its non-dispositional substitute E1*. One can ask here, why
should we care about the explanations’ inferential content? What follows
may count as an answer of this question: If we agree with the widely sup-
ported claim that the primary goal of any explanation is to enhance our
understanding of the explained phenomenon (cf. Friedman 1974; Lipton
2004), and if we agree that a distinctive mark of understanding is the ability
to go “beyond the information given” (see Bruner 1957), then we may also
agree that the inferential content of a given explanation (the extra-infer-
ences which this explanation allows for) is a good measure of the explana-
tion’s capacity to lead us “beyond the information given”.

In fact, in many areas where dispositional explanations are used, they
are appreciated exactly for their capacity to suggest inferences which go
“beyond the information given”. In psychology, for instance, many insist
that dispositional explanations carry “surplus meaning” where “surplus
meaning” is just another term referring to the extra-inferences which a
given explanation allows for. The following citation from two eminent per-
sonality psychologists is representative for the latter view:

[an] explanation becomes useful only when it provides surplus mean-
ing and allows inferences which go beyond the observed data. ...
Traits are defined as enduring dispositions, and are hypothesized to
be related to outcome variables; thus trait explanation carries with it
the implication that long-term predictions can be made. (McCrae &
Costa 1995, 243)

Indeed, given E2, i.e. given the knowledge that ‘John hit Mary when she
provoked him because John is aggressive’, we may reliably predict that
John has probably attributed a hostile intention to Mary’s provocation, as well
as we may expect that John will not hesitate to harm somebody if John sees
the harm as a means to achieving his goals.
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To summarize, dispositional explanations are valued for two types of in-
ference which they allow for. Given the dispositional explanation (2.1), for
example, we may derive that:

(3.1) X is expected to do B1 in Si1, or B2 in S2, or ... Bn in S, if B1 -
B are known possible manifestations of the dispositional property
D, which X possesses.

Let’s call the inferences like (3.1) ‘inferences to different manifestations’.
Given (2.1.), we are also entitled to assume that:

(3.2) Any object (agent) Y, which is different from X, will do B* in S*
if he possesses the dispositional property D.

In (3.2) B* and S* stand for any manifestation and stimulus condition
which are identical or similar to B and S. Let’s call the (3.2) like inferences
‘inferences to different objects (agents)’.

Let’s see now what happens with these two types of inference when we
construe dispositional explanations as causal explanations.

4. What happens when dispositional explanations
are construed as causal explanations?

In the previous section, we saw that, at least in some areas, the higher
inferential content of dispositional explanations has been recognized as
their main explanatory virtue. Now we have to see what happens when we
try to account for this virtue by assigning a causal role to the explanatory
dispositions.

4.1. The inferences to different manifestations

Let’s consider again the example E2: ‘John hit Mary when she provoked
him because John is aggressive’; and let’s assign the following values to
the variables B, S and D:

B = ‘John hit Mary.’
S = ‘Mary provoked John.’
D = ‘John is aggressive.’



A REASON TO AvoID THE CAUSAL CONSTRUAL ... 447

Then if we use one of the “disposition-friendly” criteria for causal rele-
vance (cf. McKitrick 2005), e.g. the probabilistic criterion,® the following
inequality must be satisfied in order to claim that the disposition D is caus-
ally related to the explanandum (B, S):

(4.1) P(B, SID) > P(B, Slnon-D)°

Let’s assume now that (4.1) is satisfied, i.e. the disposition D (John’s ag-
gressiveness) is causally related to the explanandum (B, S) (‘John hit Mary
when she provoked him.”). As it was shown in section 3, explanations like
E2 are valued because they allow us to predict other behavioral acts of the
agent who possesses the explanatory disposition D. Let’s now, for the sake
of simplicity, take into account the following prediction about John’s un-
derstanding of Mary’s intentions in the same situation S:

C: ‘John attributed hostile intentions to Mary.’
Then the explanation of C would be:

E2*: ‘John attributed hostile intentions to Mary when she provoked
him because John is aggressive.’

In order to view E2* as a valid causal explanation, the following inequality
must hold:

(4.2) P(C, SID) > P(C, Slnon-D)

If both (4.1) and (4.2) are satisfied, taken together, they imply that D is
a common cause of B and C. Being a common cause, D screens off the
correlation between its two manifestations. However, the correlation be-
tween B and C is the only empirical fact we know for sure. There is a plenty
of evidence e.g. for the existence of a direct connection between the various

8 The inferences that follow hold even if we use a different criterion for causal rele-

vance. The probabilistic criterion has been chosen only because it is considered “dispo-
sition-friendly” (McKitrick 2005), i.e. it is not expected to bring additional problems
for the causal construal of dispositional explanations.

9 The inequality (4.1) should be read as follows: the probability of the appearance

of B in S given D is higher than the probability of the appearance of B in S given
non-D.
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violent reactions to particular provocations and the attribution of a negative
intention to the provocateur (see Dodge 2006). However, when we con-
strue the dispositional explanations as common cause explanations, this
construal forces us to assume that the correlations between the manifesta-
tions of the dispositional property are spurious rather than standing for real
connections. On the other hand, there is little to no evidence that specific
biological structures exist that might play the role of the alleged common
causes of the correlated behavioral acts (see Kehoe et al. 2012). In addition,
theoretical considerations have been raised against the plausibility of the
hypothesis that such biological common causes of traits’ manifestations ex-
ist. !9 The situation in personality psychology thus reminds us about the sit-
uation in quantum mechanics where the assumption that dispositional prop-
erties like the spin of an electron are grounded in (still unknown) categori-
cal physical properties led to theoretical conceptions which are not sup-
ported by the available experimental evidence as well as by theoretical re-
sults such as the Bell’s theorem. !

Nothing significantly changes if we use the E22 form of the explana-
tion: ‘John hit Mary because John is aggressive and Mary provoked him.’
In this case the following equations must hold in order to construe E22 and
E22* as causal explanations, in accordance with the disposition-friendly
probabilistic criterion for causal relevance:

(4.3) P(BIS, D) > P(BIS, non-D)
4.4) P(CIS, D) > P(CIS, non-D)

10 Lamiell (1987) was probably the first who tried to draw attention to the fact that the
behaviorally defined traits have been elicited using statistical methods such as factor
analysis in between subject studies which do not allow us to infer that the elicited struc-
ture exists within the particular subjects; see also Rorer (1990); Borsboom et al. (2003);
Cervone (2004); and Borsboom (2015). A different argument against the interpretation
of traits as hidden causes of their observable manifestations was raised by Wiggins
(1973). His argument builds on the premise that the considerations involved in drawing
the boundaries between the different trait categories reflect some socially important
distinctions rather than biological ones.

11 A series of proofs known under the label “the Bell’s theorem” demonstrate that local

hidden variables cannot (causally) account for the quantum measurement correlations,
which the quantum mechanics predicts — see Bell (1964); see Myrvold (2016) for a
recent discussion on the Bell’s theorem’s implications.
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Again, the common cause (S, D) screens off the correlation between B
and C, which in this particular example is unacceptable for both empirical
and theoretical reasons, as it was shown above. There is empirical evidence
for the connection between hostile attributions and aggressive reactions to
provocations and there is a theoretical model built on this evidence which
has been well confirmed (cf. Dodge 2006). At the same time there is no
convincing evidence that the alleged common causes stand for real biolog-
ical structures and there are good theoretical arguments against such hy-
potheses.

4.2. The inferences to different objects (agents)

Let’s go back again to the example E2: ‘John hit Mary when she pro-
voked him because John is aggressive’ and remind that this dispositional
explanation allows us to predict that another person, say Billy, who has the
same dispositional property (has an aggressive personality) will act in a
similar way B* in a situation S* which is similar to S.

Let’s assume that B* stands for ‘Billy offended Sally’, S* stands for
‘Sally provoked Billy’ and D* stands for ‘Billy is aggressive’. Then if we
apply again the probabilistic criterion for causal relevance to the following
dispositional explanation

E3: Billy offended Sally when she provoked him because Billy is ag-
gressive

we’ll receive
4.5) P(B*, S*ID*) > P(B*, S*Inon-D*)

As far as D* is similar but not identical to D (i.e. we do not have good
reasons to assume that John’s aggressiveness is exactly the same as
Billy’s aggressiveness), we cannot say that the two events (B, S) and
(B*, S*) have a common cause, we can only say that they have similar
causes. Therefore, we are not forced here to screen off the correlations
between (B, S) and (B*, S*), but even if we were, that would not create
any problem because no one expects a direct causal link between the
events ‘John hit Mary when she provoked him’ and ‘Billy offended Sally
when she provoked him’.
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To sum up, the causal construal of dispositional explanations leads to
a common cause assumption only when we try to account for the infer-
ences to different manifestations. In some of these cases the implied com-
mon cause assumption goes against the available empirical data and the-
oretical considerations. However, the causal construal does not lead to
any serious problems when we interpret causally the inferences to differ-
ent objects (agents). Probably because the causal account of dispositional
explanations does not face serious problems most of the time, many are
tempted to assume that it is generally tenable but it is not as the analysis
of the causal construal of the inferences to different manifestations has
shown.

One can ask at this point: but what are we left with when we abandon
the causal construal of dispositional explanations for the reasons stated
above? Or asking the same question in slightly different words, what in
the end is the proper construal of dispositional explanations? In the next
section I'll try to defend the view that dispositional explanations are bet-
ter viewed as a distinct type of explanation, which has to be analyzed in
terms of the extra-inferences (inferences to different manifestations and
inferences to different objects/agents) that these explanations allow us to
draw.

5. Dispositional explanations as a distinct type of explanation

The main views of scientific explanation in the philosophy of science
today '* set different requirements for the explanans and (or) for the relation
between the explanans and the explanandum (see Table 1 below).

Dispositional explanations could not be easily subsumed under either
of the views presented in Table 1. They, for example, do not explicitly refer
to any laws and some dispositionalists (e.g. Mumford 2004) have even ar-
gued that they do not need to. Thus, unless we make some problematic
stipulations, dispositional explanations could not be construed as covering-
law explanations. We have already shown why, in some cases at least, dis-
positional explanations should not be treated as causal explanations. But

12 See Skow (2016) for a recent review.
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View on explanation ~ Requirements about the explanans and
the explanans/explanandum relation

The covering-law The explanans contains at least one de-

model terministic or probabilistic law or a
law-like sentence. The explanans im-
plies, deductively or inductively, the
explanandum.

The causal theories The explanans stands for events
(states, processes etc.) which are caus-
ally relevant to the events (states, pro-
cesses etc.) represented by the ex-
planandum.

The unificationist view The explanans implies, deductively or
inductively, different explananda.

Table 1. The specific requirements for explanans and the ex-
planans/explanandum relation that have been set by the three
major views on explanation.

what about the unificationist account? On the one hand, dispositional
properties do play a unifying role with respect to their different manifes-
tations and thus an explanation which refers to such a property unifies
different explananda. On the other hand, as Skow (2016) has already
noted, unification seems to be a consequence of having an explanation
rather than a condition that must be satisfied in order to have an explana-
tion. Indeed, in the case of dispositional explanations, we must have an
explanation already stated in either of the forms (2.1) or (2.2) in order to
be able to draw the inferences to multiple manifestations that bring uni-
fication of different explananda. In addition, unification does not account
for the specifics of dispositional explanations, e.g. for the important role
of the stimulus conditions, as well as for the two types of extra-inferences
that are constitutive for the explanatory benefits of dispositional expla-
nations.
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For the reasons stated above, it is safe to conclude that dispositional
explanations are better viewed as a distinct form of explanation that satis-
fies the following conditions:

) The explanation can be presented in one of the forms (2.1) or
(2.2), which means that the explanans must refer to a disposi-
tional property D, and either the explanans or the explanandum
must contain information about the stimulus condition S;

(i))  The explanation should allow for extra-inferences to different
manifestations (3.1) as well as for inferences to different ob-
jects/agents (3.2) and these extra-inferences must have meaning-
ful (and possibly true) interpretations.

The main advantages of the view that dispositional explanations form a
distinct type of explanation, which satisfies the conditions (i) and (ii) are
that this view makes salient the specific explanatory virtues of dispositional
explanations and allows for analyzing and comparing different concrete
explanations in terms of these virtues.

6. Conclusions

Dispositional explanations are most valued for the extra-inferences,
which they allow for. The explanation of a particular phenomenon, or a
behavioral act, which relates the explained phenomenon (behavioral act) to
a particular disposition, allows us to predict that other manifestations of the
same disposition may be expected in the same or in a different stimulus
condition. Such predictions are called here “inferences to different mani-
festations”. Dispositional explanations allow us to predict as well that a
different object/agent possessing the same dispositional property will ex-
hibit similar manifestations, i.e. they allow for what was called here “infer-
ences to different objects/agents”. The causal construal of dispositional ex-
planations successfully accounts for the inferences to different ob-
jects/agents but it fails to account properly for the inferences to different
manifestations. This is because the causal construal of dispositional expla-
nations entails that the explanatory dispositions are common causes of their
manifestations. As far as the common causes screen-off the correlations
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between their effects, the common cause assumption leads to conclusions
which, in some cases at least, are either unacceptable for theoretical reasons
or incompatible with the available empirical evidence, or both. Such un-
fortunate consequences of the common cause assumption are a serious rea-
son to argue that the causal construal of dispositional explanations should
be avoided, or applied with a great caution, and that dispositional explana-
tions are better and safely analyzed in terms of their specific inferential
virtues which present them as a distinct type of explanation.
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1. Introduction

“How do we learn conditional information?” Igor Douven et al. present
this question for consideration in a series of papers (cf. Douven & Dietz
2011; Douven & Romeijn 2011; Douven 2012; Pfeifer & Douven 2014,
especially section 6). Douven (2012) contains a survey of the available ac-
counts that model the learning of conditional information. The survey
comes to the conclusion that a general account of probabilistic belief up-
dating by learning (uncertain) conditional and causal information is still to
be formulated. Pfeifer & Douven (2014) analyses the state of the art even
more pessimistically by writing that “no one seems to have an idea of what
an even moderately general rule of updating on conditionals might look
like,” even if we restrict the scope of the account to indicative conditionals
(Pfeifer & Douven 2014, 213). We aim to provide such a general account
of updating that unifies the learning of (uncertain) conditional and causal
information.

In Giinther (2017), we proposed a method of learning conditional infor-
mation. We have shown that the predictions of the proposed method align
with the intuitions in Douven (2012)’s benchmark examples and can gen-
erate predictions for the Judy Benjamin Problem. In this paper, we adapt
the method of learning conditional information to a method of learning
causal information. The adapted method allows us to causally conceive of
the information conveyed by the conditionals uttered in Douven’s exam-
ples and the Judy Benjamin Problem.

It may come as a surprise that we propose an account of learning that
involves (Jeffrey) imaging. After all, the standard view on learning that «
is Bayesian updating on a, while David Lewis’s imaging on « is widely
conceived of as modeling the supposition of a. But learning a conditional
may — according to the suppositional view on conditionals — be interpreted
as learning what is true under a supposition (about which we may be un-
certain). In particular, learning the conditional “If «, then ¢ is thus equiv-
alent to learning the conditional information that y is the case under the
supposition that « is the case.

Douven aims to provide an account of learning conditional information
that is an empirically adequate account of human reasoning. Douven &
Verbrugge (2010) submitted the thesis whether the acceptability of an in-
dicative conditional ‘goes by’ the conditional probability of its consequent
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given the antecedent to empirical testing, and claim that the experiments
speak against the thesis.” Their results indicate that conditional probabili-
ties do not correspond to probabilities of conditionals, which was proved
by Lewis (1976), if conditionals are understood as Stalnaker conditionals.
Those formal and empirical results obviously provide a severe challenge
for Bayesian analyses of learning conditionals, where conditional proba-
bilities usually take center stage.

Moreover, Zhao et al. (2012) obtained empirical results that indicate a
fundamental difference between supposing and learning. In particular, sup-
posing a conditional’s antecedent a seems to have less impact on the cred-
ibility of the consequent y than learning that « is true. We will provide a
framework that allows us both, to distinguish between the learning of ‘fac-
tual” and conditional information and to generate empirically testable pre-
dictions.

In Section 2, we introduce Douven’s desideratum for accounts of learn-
ing (uncertain) conditional information. His own proposal is based on the
explanatory status of the antecedent. In Section 2.1, we sketch his argu-
mentation against the method of imaging on the Stalnaker conditional as
an account of learning conditional information. The reason for Douven’s
dismissal of the method is that the rationality constraints of Stalnaker mod-
els are not sufficient to single out a model, which may count as a represen-
tation of a belief state.

In Section 3, we review the method of learning (uncertain) conditional
information proposed in Giinther (2017), where we showed that Douven’s
dismissal is unjustified. We met Douven’s challenge for possible worlds
models by imposing two additional constraints: interpreting the meaning
of a Stalnaker conditional in a minimally informative way and supplement-
ing the analysis by a default assumption. Moreover, we generalised Lewis’s
imaging method in order to account for uncertain information as well.

In Section 4, we adapt the method of learning conditional information
to a method of learning causal information. The adaptation is inspired by
Lewis’s notion of causal dependence and replaces the default assumption
by the assumption that the antecedent makes a difference. In Section 4.1,
we apply our adapted method of learning causal information to Douven’s

2 The ‘goes by’ is Lewis’s formulation that may be found in Lewis (1976, 297).
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examples and the Judy Benjamin Problem. In Section 5, we formally im-
plement Douven’s idea concerning the explanatory status of the antecedent
within our framework.

2. Douven’s account of learning conditional information
via the explanatory status of the antecedent

Igor Douven propounds a broadly Bayesian model of learning condi-
tional information. As the standard Bayesian view of learning, Douven’s
account assumes that learning the unnested indicative conditional “If a,
then ” implies that the posterior degree of belief for y given « is set to
approximately 1, i. e. P*(y | @) = 1. In contrast to standard Bayesian epis-
temology, explanatory considerations play a major role in his model of up-
dating on conditionals.

Douven proposes a desideratum for any account of learning conditional
information, viz. a criterion that determines whether an agent raises, low-
ers, or leaves unchanged her degree of belief P(«) for the antecedent upon
learning a conditional.

He even writes that we “should be [...] dissatisfied with an account of
updating on conditionals that failed to explain [...] basic and compelling
intuitions about such updating, such as, in our examples” (Douven 2012,
3). Douven’s methodology consists in searching for an updating model that
accounts for our intuitions with respect to three examples, the Sundowners
Example, the Ski Trip Example and the Driving Test Example. The three
examples represent the classes of scenarios, in which P(c) should intui-
tively remain unchanged, be increased and decreased, respectively. He dis-
misses any method of learning conditional information that cannot account
for all of the three examples. He emphasises that no single account of learn-
ing uncertain conditional and/or causal information is capable of solving
all of his examples. Taking the examples as benchmark, he also dismisses
the Stalnaker conditional as a tool to model the learning of conditional in-
formation.

The core hypothesis of Douven’s account is that the change in explana-
tory quality or ‘explanatory status’ of the antecedent o during learning the
information results in a change of the degree of belief for a. If the explan-
atory status of a goes up, that is a explains y well, then the degree of belief
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after learning the conditional increases, i. e. P*(a) > P(«); if the explana-
tory status of o goes down, P*() < P(a); if the explanatory status remains
the same, a variant of Jeffrey conditioning is applied that has the property
that P*(a) = P(a). Following Richard Bradley, Douven calls this Jeffrey
conditioning over a restricted partition ‘Adams conditioning on P*(y | @) =
13

Douven and Romeijn proposed a solution to the Judy Benjamin Prob-
lem. The problem indicates that the revision method that minimises the
Kullback-Leibler divergence leads to counterintuitive results for learning
uncertain conditional information. Their solution uses the variant of Jeffrey
conditioning mentioned above. However, their proposed method fails to
account for examples where the probability of the antecedent is supposed
to change, since it has the invariance property that P*(«) = P(«), for all a,
and thus disqualifies as a general account of learning conditional infor-
mation (cf. Douven & Romeijn 2011, 648-655; Douven 2012, 9-11).

2.1. Douven’s dismissal of the Stalnaker conditional

Douven claims that Stalnaker conditionals are not suited to model the
learning of conditional information. He argues for this claim by pointing
out that a learning method based on the Stalnaker conditional “makes no
predictions at all about any of our examples” (Douven 2012, 7). The cited
reason is that we would not be able to exclude certain Stalnaker models as
rational representation of a belief state.

Douven provides three possible worlds models for his point. Each
model consists of four worlds such that all logical possibilities of two bi-
nary variables are covered. He observes that imaging on “If a, then ” in-
terpreted as a Stalnaker conditional has different effects: in model I, the
probability of the antecedent «, i. e. P(a) decreases; in model II, P(a) re-
mains unchanged; and in model III P(«) increases. According to Douven
this flexibility of the class of possible world models is a problem rather
than an advantage, since there would be no rationality constraints to rule
out certain models as rational representations of a belief state.

3 The partition is restricted according to the odds for the consequent of the learned

conditional. For details, see Bradley (2005, 351-352); and Douven & Romeijn (2011,
650-653).
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Consider a scenario of the class, where the antecedent remains un-
changed (e.g. the Sundowners Example). The problem is, so Douven ar-
gues, that there are no criteria to exclude models I and III as rational rep-
resentations of a belief state, in which P(c) should not change. In Douven’s
words:

In fact, to the best of my knowledge, nothing said by Stalnaker (or Lewis,
or anyone else working on possible worlds semantics) implies that, sup-
posing imaging is the update rule to go with Stalnaker’s account, models
T and III [...] could not represent the belief state of a rational person; [...]
In short, interpreting “If A, B” as the Stalnaker conditional and updating
on it [...] by means of imaging offers no guarantee that our intuitions are
respected about what should happen — or rather not happen — after the
update [...]. Naturally, it cannot be excluded that some of these models —
and perhaps indeed all on which [...] [the degree of belief in the anteced-
ent] changes as an effect of learning [the conditional] — are to be ruled out
on the basis of rationality constraints that I am presently overlooking, per-
haps ones still to be uncovered, or at least still to be related to possible
worlds semantics as a tool for modelling epistemic states. It is left as a
challenge to those attracted to the view considered here to point out such
additional constraints. (Douven 2012, 8-9)

In Giinther (2017), we met the challenge Douven mentions in the quote.
We discovered two constraints that singled out Stalnaker models that plau-
sibly represent the belief states in Douven’s benchmark examples. Impos-
ing the two additional constraints amounts to interpreting the meaning of a
Stalnaker conditional in a minimally informative way and supplementing
the analysis by a default assumption.

3. Review of the Method of Learning Conditional Information
by Jeffrey Imaging on Stalnaker Conditionals

Giinther (2017) puts forward a method of learning conditional infor-
mation by Jeffrey imaging on Stalnaker conditionals. The learning method
may be summarised as follows. (i) We model an agent’s belief state as a
Stalnaker model. (ii) The agent learns conditional information by (ii).(a)
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interpreting the received conditional information as a Stalnaker condi-
tional; (ii).(b) constraining the similarity order by the meaning of the Stal-
naker conditional in a minimally informative way and respecting the de-
fault assumption; and (ii).(c) updating her degrees of belief by Jeffrey im-
aging on this Stalnaker conditional (together with further contextual infor-
mation, if available).

We outline the method of learning conditional information by present-
ing its constituents, i. e. the semantics of the Stalnaker conditional, Jeffrey
imaging and the meaning of ‘minimally informative’. Afterwards, we put
the constituents together.

3.1. The Stalnaker conditional

The idea behind a Stalnaker conditional may be expressed as follows: a
Stalnaker conditional a > y is true at a world w iff y is true in the most
similar possible world w' to w, in which « is true (cf. Stalnaker 1975).* We
denote the set of possible worlds that satisfies a formula a by [a]. Thereby,
we identify the set [a] with the proposition expressed by a. In symbols,
[a] = {w € WIw(a) =1}, where each w of the set of worlds under consid-
eration W may be thought of as a Boolean evaluation.

A Stalnaker conditional is evaluated with respect to a Stalnaker model,
i. e. a model of possible worlds where each world w is equipped with a total
order such that w is the unique center of the respective order and, for non-
contradictions «, it is guaranteed that there exists a unique most similar
world min<w [ ] from w that satisfies . The accessibility relation of a Stal-
naker model is reflexive and connective.

Let us state more precisely the meaning of a Stalnaker conditional using
the notations just introduced. “If a, then ¢” denotes according to Stal-
naker’s proposal the set of worlds (or equivalently the proposition) contain-
ing each world whose most similar a-world is a world that satisfies y. In

4 Note that Stalnaker’s theory of conditionals aims to account for both indicative and

counterfactual conditionals. We set the complicated issue of this distinction aside in this
paper. However, we want to emphasise that Douven’s examples and the Judy Benjamin
Problem only involve indicative conditionals.
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symbols, [a > y] = {wlw |=a >y} = {w | mingw [a] = @ or minsw [a] |=
).

Finally, note that any Stalnaker model validates the principle called
‘Conditional Excluded Middle’ according to which (a > y) V (& > =y). The
reason for the validity of Conditional Excluded Middle is that, for any
w € W, the single most similar ¢-world mins<y [«] is either a y-world, or
else a ~y-world. This principle will come in handy when modeling the
learning of uncertain information.

In the next section, we introduce Lewis’s imaging method, which we
will generalise in the subsequent section.

3.2. Lewis’s imagining

David Lewis developed a probabilistic updating method called ‘imag-
ing’ (cf. Lewis 1976). We introduce a notational shortcut: for each world w
and each (possible) antecedens o, we = min<w [a] be the most similar world
of w such that we(a) = 1. Invoking the shortcut, we can then specify the
truth conditions for Stalnaker’s conditional operator > as follows:

(1)  w(a>7y)=wa(y), if a is possible.®

Definition 1. Probability Space over Possible Worlds

We call (W, (W), P) a probability space over a finite set of possible
worlds W iff

(1) (W) is the set of all subsets of W,
(i) and P : o(W) — [0, 1] is a probability measure, i.e.
(a) PW) =1, P(@) =0, and
(b)forall X, YS Wsuchthat XN Y=0@, P(XU Y) = P(X) + P(Y).
As before, we conceive of the elements of (W) as propositions. We

define, for each o, P(a) = P([]). We see that W corresponds to an arbitrary
tautology denoted by T and @ to an arbitrary contradiction denoted by L.

5 See Giinther (2017) for a more thorough presentation of Stalnaker models. See Stal-

naker & Thomason (1970) for Stalnaker and Thomason’s original presentation of the
Stalnaker semantics.

6 We assume here that there are only finitely many worlds. Note also that if a is -
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Definition 1 allows us to understand a probability measure P as a probabil-
ity distribution over worlds such that each w is assigned a probability
P(w) >0, and Y, P(w) = 1. We may determine the probability of a for-
mula & by summing up the probabilities of the worlds at which the formula
is true.”

@ P@ =) PW) w@

Now, we are in a position to define Lewis’s updating method of imaging.

Definition 2. Imaging (Lewis 1976, 310)

For each probability function P, and each possible formula e, there is a
probability function P* such that, for each world w’, we have:

3 wr lifw, =w'
) PrWh = ; Pw)- {0 otherwise}

We say that we obtain P* by imaging P on a, and call P* the image of P on
a.

Intuitively, imaging transfers the probability of each world w to the
most similar a-world we. Importantly, the probabilities are transferred, but
in total no probability mass is additionally produced and no probability
mass is lost. In formal terms, we have always Y, P*(w') = 1. Any a-world
w' keeps at least its original probability mass (since then wa = w'), and is
possibly transferred additional probability shares of —a-worlds w iff
min<w [a] = w'. In other words, each a-world w’ receives as its updated
probability mass its previous probability mass plus the previous probability
shares that were assigned to ~a-worlds w such that min<w [@] = w'. In this
way, the method of imaging distributes the whole probability onto the
a-worlds such that P*(a) = }.,y()=1 P(W(a)) = 1, and each share remains
‘as close as possible’ at the world at which it has previously been located.
For an illustration, see Figure 1.

7 We assume here that each world is distinguishable from any other world, i. e. for

two arbitrary worlds, there is always a formula such that the formula is true in one of
the worlds, but false in the other. In other words, we consider no copies of worlds.
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Lewis proved the following theorem, which relates the semantics of the
Stalnaker conditional and the method of imaging on its antecedent.

Theorem 1. (Lewis 1976, 311)

The probability of a Stalnaker conditional equals the probability of the
consequent after imaging on the antecedent, i. e. P(a > y) = P*(y), if a
is possible.

Note that @ in Theorem 1 may itself be of conditional form § > ¢ for
any formulas S, d.

Figure I: A set of possible worlds. The area delineated by the elliptical

line represents the proposition or set of worlds [a] = {w3, wy, wg, wg}.
The thick arrows represent the transfer of probability shares from the
respective [~a]-worlds to their most similar [a]-world. Similarity is
graphically represented by topological distance between the worlds
such that w3, for instance, is the most similar or ‘closest’ [a]-world to
wy.
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3.3. Jeffrey imagining

The case of learning uncertain conditional information, i. e. P(a > y) =k
for k € [0, 1] but unequal to O or 1, requires to generalise Lewis’s imaging
method of Definition 2. In analogy to Jeffrey conditionalisation, we call
the generalised method ‘Jeffrey’ imaging. Jeffrey imaging is based on
Lewis’s imaging and the fact that in a Stalnaker model the principle of Con-
ditional Excluded Middle prescribes that ~(« > y) is equivalent to o > —p.
We know, for all w € W, presupposed a > y is possible, both (I) that
YwP*>Y (w) sums up to 1 and (II) that },,, P*~ ™ (w) sums up to 1. The
idea is that if we form a weighted sum over the terms of (I) and (II) with
some parameter k € [0, 1], then we obtain again a sum of terms Pka > (w)
such that )., Pk“ > (w) = 1. Note, however, that we present the more gen-
eral case P (w) in the definition below.

Definition 3. Jeffrey Imaging

For each probability function P, each possible formula a (possibly of
conditional form 5 > J), and some parameter k € [0, 1], there is a prob-
ability function P such that for each world w' and the two similarity
orderings centred on we and w-«, we have:

PE(W) = P(w) - ke ifwy = w’ P(w)- 1=k ifw.q =w'
“4) "(W)_Z )10 otherwise] T 7 (o otherwise

w

We say that we obtain Pg’ by Jeffrey imaging P on «, and call P the
Jeffrey image of P on a. Note that in the case where k = 1, Jeffrey imaging
reduces to Lewis’s imaging.

Theorem 2. Properties of Jeffrey Imaging
O ZwPW)=1

(i) Pf(@ =k

(i) PE(ma) = (1-k)

(iv) PEW) =k-P(a>7y)*

8 The proofs of the properties can be found in Giinther (2017).
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We see that in total the revision method of Jeffrey imaging does neither
produce additional probability shares, nor destroy any probability shares.
In contrast to Lewis’s imaging, Jeffrey imaging does not distribute the
whole probabilistic mass onto the a-worlds, but only a part thereof that is
determined by the parameter k.

In particular, as compared to Lewis’s imaging, Jeffrey imaging may be
understood as implementing a more moderate or balanced movement of
probabilistic mass between a- and —a-worlds. For an illustration, see Fig-
ure 2.

Figure 2: An illustration of the probability kinematics of Jeffrey imag-

ing. The Jeffrey image P¢ is characterised by a ‘k-inertia’ of the prob-
abilistic mass from the respective a-worlds, and a ‘(1 — k)-inertia’ of the
probabilistic mass from the respective ~a-worlds. Each thick arrow rep-
resents the transfer of the probability share k- P(w) to the closest a-
world from w. Each thin arrow represents the transfer of the probability

share (1 — k) - P(w) to the closest —=a-world from w.
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It is easy to show that P¢ is a probability function. In a possible worlds
framework, such a proof basically amounts to showing that the probability
shares of all the worlds sum up to 1 after Jeffrey imaging. Therefore, prop-
erty (i) of Theorem 2 provides minimal justification for applying Jeffrey
imaging to probabilistic belief updating.

3.4. Putting the constituents together

Now we outline the method of learning conditional information put for-
ward in Giinther (2017). The method comprises three main steps:

6) We model an agent’s belief state as a Stalnaker model such that
all and only those logical possibilities are represented as single
worlds, which are relevant to the scenario under consideration.
For instance, if only a single conditional “If @, then p” is relevant
and nothing else, then W contains exactly four elements as de-
picted in Figure 3.°

(i)  An agent learns conditional information “If a, then p” iff (a) the
agent interprets the received conditional information as a Stal-
naker conditional a > y; (b) changes the similarity order < by the
meaning of @ > y in a minimally informative way and respecting
the default assumption; and (c) updates her degrees of belief by
Jeffrey imaging on the minimally informative meaning of a > .

(iii)  Finally, we check whether or not the result of Jeffrey imaging
obtained in step (ii).(c) corresponds to the intuition associated
with the respective example.

Step (ii) constitutes the core of the learning method and requires further
clarification:

(a) In the agent’s belief state, i.e. a Stalnaker model, the received
information is interpreted. In the case of conditional information,
the received information is interpreted as Stalnaker conditional.
Hence, if the agent receives the information “If «, then y”, she
interprets the information as meaning that the most similar

9 In other words, we consider “small” models of possible worlds and do not allow for

copies of worlds, i. e. worlds that satisfy the same formulas.
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a-world (from the respective actual world) is a world that satis-
fies y (presupposed « is possible). Technically, the interpretation
(i.e. the meaning) of a > y (relative to the Stalnaker model) is the
proposition [a > y] = {w € W | minsw [a] € [y]}, where w is the
respective actual world.

(b)  The similarity order(s) is/are changed upon receiving conditional
information. The proposition {w € W | min<w [@] € [y]} depends
on the similarity order <. The learning method prescribes that <
is specified, or adjusted, such that from each world the most sim-
ilar a-world is a y-world whenever possible. In other words, the
method demands a maximally conservative, or equivalently min-
imally informative, interpretation of the received information.
This amounts to specifying or adjusting the orders <w such that
as many worlds as possible satisfy the received information. On
the one hand, we can describe this interpretation as maximally
conservative in the sense that no worlds are gratuitously ex-
cluded. On the other hand, we may think of possible worlds as
information states. Then the exclusion of possible worlds corre-
sponds to a gain of information. If an agent interprets the re-
ceived information in a maximally conservative way, then as few
as possible worlds or information states are excluded. In this
sense, her gain of information is minimal.

The learning method assumes that the agent changes her sim-
ilarity order respecting a default assumption. This default as-
sumption states that the most similar a > y-world from any ex-
cluded a > —p-world is an a A y-world, if there is more than one
candidate. Formally, the default assumption expresses that
minsw(es—y)=1 [at > V] |=a A p, if minsw(e>—y)=1 [@ > y] is underde-
termined. '° A justification for the default assumption is provided
in Giinther (2017).

10 Relying on the default assumption solves a well-known problem of underdetermi-
nation: it might well be that, for instance, in the Stalnaker model depicted in Figure 3
wj3 or wy is the more similar « > p-world to w, than wy is. However, we will see in the
examples below that additional (contextual) information may sometimes fully deter-
mine the epistemic states under consideration such that we do not always need to rely
on the default assumption.
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(c)  Jeffrey imaging is applied on the minimally informative meaning
of the Stalnaker conditional o > y. The application of Jeffrey im-
aging determines a probability distribution after learning the (un-
certain) conditional information.

Y Y

() )
Neo ©

) ()
)

Figure 3: A four-worlds Stalnaker model for a case, in which the only
received and relevant information is “If ¢, then p”. The reflexive thin
arrows illustrate that each world w is the most similar to itself under the
respective similarity order <. The thick arrows illustrate the change of
the similarity order such that the received and interpreted information
[@ > y] is minimally informative. Here, the minimally informative
meaning of a >yis[a>yl={we Wlw |=a>y} = {wy, w3, wy}. Note
that world w, is its own most similar a-world, but does not satisfy p,
i.e. minswy [a] ¥ y and thus minsw; [ > ¢] # w,. Relying on the default
assumption of step (ii).(b), minsw, [@ > y] = w(a A y) = wy. In words,
the method prescribes that w; is the most similar & > y-world to w;. This
illustrates that the minimally informative meaning of [a > y] implies
that -y is excluded under the supposition of . Hence, imaging on the
minimally informative meaning of a >y ‘probabilistically excludes’ w,
and the probability share of w, will be fully transferred to w.
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The proposed learning method has the following property that allows
us to distinguish conditional and conjunctive information. If there is no
further contextual information available to the agent receiving information,
then learning the conditional information a > y is less informative than
learning the information « A y. For, the proposition [ A y] is in the pro-
posed framework always a strict subset of the minimally informative prop-
osition [a > y].

4. An adaptation of the method to the learning
of causal information

In Section 2, we have seen that Douven invokes explanatory consider-
ations in order to model the learning of conditional information. His ac-
count presupposes an explanatory reading of the learned conditional infor-
mation, which may be of the form “If «, then y”. While we are skeptical
about the presupposition that any conditional can or should be read as (a
part of) an explanation or causal dependence, we admit that conditionals
often figure in explanations. Hence, the method of learning conditional in-
formation proposed in Giinther (2017) should be able to account for the
learning of causal information conveyed by conditionals; otherwise, the
proposed method suffers a major drawback.

In this section, we sketch how the proposed method may be adapted to
a method of learning causal information. The adaptation is inspired by
Lewis’s analysis of causal dependence in terms of counterfactuals. Douven
claims that, in any account of explanation that relies on a Stalnaker model,
“to explain” means to “provide causal information”, where “causal” refers
to a Lewis-style analysis.!!

I Cf. Douven (2012, 8-9, especially footnote 7); and Lewis (1973c). Furthermore,
Douven claims that Lewis’s and Stalnaker’s semantics for conditionals are “exactly the
same” (Douven 2012, 8). However, there is a difference between Stalnaker’s and
Lewis’s semantics. In a Stalnaker model, there is always a single most similar world (or
no world) to the actual world, whereas Lewis’s semantics allows for a set of worlds (or
no world) whose elements are equally similar to the actual world. A consequence of the
difference is that Lewis’s ‘official’ semantics for conditionals, i.e. the system VC, does
not validate the principle of Conditional Excluded Middle, whereas Stalnaker’s logic
C2 for conditionals does. In Lewis’s nomenclature, system C2 is labelled by VCS. Cf.
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We write o = y for the causal reading of “If «, then p”. According to
Lewis’s idea of causal dependence, a = y is satisfied iff ¢ > y and
—a > —p. We may apply the proposed method of learning conditional in-
formation by taking the minimally informative meaning of a = 7 into ac-
count (instead of the one of & > ), if we substitute the default assumption.
We call the adaptation the ‘method of learning causal information’.

The substitution of the default assumption to what we call ‘causal dif-
ference assumption’ runs as follows. Assume we have no further contextual
knowledge. Then, the most similar ¢ = y-world from any excluded
a = —py-world is a (@ A y)-world, if the excluded a = —y-world satisfies «.
Furthermore, the most similar & = y-world from any excluded o = —y-world
is a (ma A —p)-world, if the excluded @ = —p-world satisfies ~«. In sym-
bols,

Wany if Wa:>—|y(a) = 1}

&) minswa:—.y[a = vl= {W—.a Ay if Waﬁ"y(a) =0

The causal difference assumption is justified, if we understand causal
dependence as difference making a la Lewis (cf. Lewis 1973c). The an-
tecedent @ makes the difference as to whether y or —p. Hence, a = v
means that worlds in which o obtains are worlds in which y obtains, and
accordingly that worlds in which -« obtains are worlds in which =y ob-
tains. It is built in the analysis of causal dependence, so to speak, that the
difference making factors (a and =) are more dissimilar than the ensuing
effects.

Note that causal dependence is more informative than conditional de-
pendence. For, the minimally informative meaning of [@ = y] is always a
strict subset of the minimally informative meaning of [« > y]. The reason
is that causal dependence, by definition, conveys in addition to the indica-
tive conditional information also the information [-¢ > —y]. In brief, if an
agent learns @ = y, our adapted method prescribes that the a A =y-worlds

Lewis (1973b; 1973a); and, for details, Unterhuber (2013, especially chap. 3.2, 3.3.3
and 3.3.4). The non-identity of Lewis’s and Stalnaker’s semantics implies that the no-
tion of causal dependence employed in our method of learning causal information is
not equivalent to Lewis’s notion of causal dependence. While the method relies on
Lewis’s idea, we stick to Stalnaker’s semantics in this paper.
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transfer their probability shares to the most similar & A y-world, and the
—a A y-worlds transfer their probability shares to the most similar —a A —p-
world. In other words, if the antecedent « is a difference maker, then the
probability mass of those worlds w that do not satisfy a = y is shifted to
the most similar & = y-world w' that agrees with the Boolean evaluation
for a, i. e. w(a) = w'(a).

4.1. Douven’s examples and the Judy Benjamin Problem

We apply now our adapted method of learning causal information to
Douven’s examples and the Judy Benjamin Problem.

4.1.1. A possible worlds model for the Sundowners Example

Example 1. The Sundowners Example (Douven & Romeijn 2011,
645-646)

Sarah and her sister Marian have arranged to go for sundowners at the
Westcliff hotel tomorrow. Sarah feels there is some chance that it will
rain, but thinks they can always enjoy the view from inside. To make
sure, Marian consults the staff at the Westcliff hotel and finds out that
in the event of rain, the inside area will be occupied by a wedding party.
So she tells Sarah:

(6) If it rains tomorrow, we cannot have sundowners at the
Westcliff.

Upon learning this conditional, Sarah sets her probability for sundown-
ers and rain to 0, but she does not adapt her probability for rain.

We model Sarah’s belief state as the Stalnaker model depicted in Figure
4. W contains four elements covering the possible events of R, =R, S, —S,
where R stands for “it rains tomorrow” and S for “Sarah and Marian can
have sundowners at the Westcliff tomorrow”.

Let us assume that Sarah interprets the conditional uttered by her sister
Marian as conveying the causal information R = =S. As Douven himself
points out, the intuition in the Sundowners Example derives from the ver-
dict that whether or not it rains makes the difference as to whether or not
they have sundowners, but not the other way around: having sundowners
simply has no effect whatsoever on whether or not it rains (cf. Douven
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2012, 8). Hence, the change of belief between R and —R is more far-fetched
than between S and —S. In other words, the worlds along the horizontal
axis are more similar than the worlds along the vertical axis. Since R = =S
= (R>-5) A (=R >S), R = S expresses both that S is excluded under the
supposition of R and S is excluded under the supposition of =R. By the
causal difference assumption, we obtain min<w; [R > —S] = w; and min<wy
[-R > S] = ws. Lewis’s imaging method results in a shift of probability
shares along the horizontal axis of Figure 4.

Figure 4: A Stalnaker model for Sarah’s belief state in the Sundowners
Example. The thick arrows illustrate the change of the similarity order
such that the received information, causally understood as R = =S, is
minimally informative. Here, the minimally informative meaning of
R = -Sis [R= -S] =[R>S Nn[-R>S] = {w,, wz}. The dashed
arrows represent the respective transfers of probability.
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Imaging on the minimally informative proposition [R = —S] = {w,, w3}
results in PR=S(w') = ¥, P(w)- {(1) ifg:ﬁz;‘fvi:ewl}:
(M) PR S(wy) = 0
PR:>_'S(W2) = P(wy) + P(wy)
PR=7S(w3) = P(ws) + P(w,)
PR="S(w,) = 0

We see immediately that both intuitions associated with the Sundown-
ers Example are satisfied, viz. PR>S(R) = P(R) = P(w;) + P(w;) and
PR==S(RAS) = P(w;) = 0. We conclude that the method of learning
causal information yields the intuitively correct results. 2

4.1.2. A possible worlds model for the Ski Trip Example
Example 2. The Ski Trip Example (Douven & Dietz 2011, 33)

Harry sees his friend Sue buying a skiing outfit. This surprises him a
bit, because he did not know of any plans of hers to go on a skiing trip.
He knows that she recently had an important exam and thinks it unlikely
that she passed. Then he meets Tom, his best friend and also a friend of
Sue, who is just on his way to Sue to hear whether she passed the exam,
and who tells him:

(8)  If Sue passed the exam, her father will take her on a skiing
vacation.

Recalling his earlier observation, Harry now comes to find it more
likely that Sue passed the exam.

We model Harry’s belief state as the Stalnaker model depicted in Figure
5. W contains eight elements covering the possible events of E, =F, S, =S,

12 Note that the Sundowners Example seems to be somewhat artificial. It seems plau-
sible that upon hearing her sister’s conditional, Sarah would promptly ask ‘why?’ in
order to obtain some more contextual information, before setting her probability for
sundowners and rain to 0. After all, she ‘thinks that they can always enjoy the view from
inside’.
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B, =B, where E stands for “Sue passed the exam”, S for “Sue’s father takes
her on a skiing vacation”, and B for “Sue buys a skiing outfit”.

We assume that Harry interprets the conditional uttered by his friend
Tom as conveying the causal information £ = S. Furthermore, The Ski
Trip Example assumes that Harry is equipped with the following contex-
tual knowledge: Sue buying a skiing outfit may causally depend on the in-
vitation of Sue’s father to a skiing vacation, in symbols S = B. Finally,
Harry observed Sue buying a skiing outfit, and thus has the factual infor-
mation that B.

In total, Harry learns the minimally informative proposition [(E = S) A
(S = B) A B] = {w}. Since wj is the only world that is not probabilistically
excluded, we do not need to appeal to the causal difference assumption in
this example.
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Figure 5: An eight-worlds Stalnaker model for Harry’s belief state in
the Ski Trip Example. Harry learns the minimally informative proposi-
tion [(E = S) A (S = B)] = {w € W (minw< [E] € [S]) A (minw< [-E] €
[=S 1) A (minw< [S] € [B]) A (minw< [-S ] € [-B])} = {w;, wg}. Since
Harry also obtains the factual information B, we can also exclude the
—B-world wg. (The arrows follow the convention of Figure 4.)
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Imaging on the minimally informative proposition [(E = S) A (S = B)
A B] = {w} results in the following probability distribution, where we do
not display the vanishing probabilities:

PESSINSSBINB (1) = p*(w') = ¥, P(w)- {1 If WEss)nes =B)B = W'}:
0 otherwise

@9  Pw)=1

The result meets the intuition associated with the Ski Trip Example:
P*(E) > P(E), since P(E) = P (w;) and P(E) = P(wy) + P(wp) + P(ws) +
P(wg). Later on, we will see that the probabilities of the worlds wy, w3, wy
would not have vanished entirely, if either £ = S or S = B (or both) had
conveyed only uncertain information.

In Giinther (2017), we needed the default assumption to model the Ski
Trip Example. If we appeal to the causal interpretation in the Ski Trip Ex-
ample, we do neither need the default nor the causal difference assumption
any more.

4.1.3. A possible worlds model for the Driving Test Example
Example 3. The Driving Test Example (Douven 2012, 3)

Betty knows that Kevin, the son of her neighbours, was to take his driv-
ing test yesterday. She has no idea whether or not Kevin is a good
driver; she deems it about as likely as not that Kevin passed the test.
Betty notices that her neighbours have started to spade their garden.
Then her mother, who is friends with Kevin’s parents, calls her and tells
her the following:

(10) If Kevin passed the driving test, his parents will throw a gar-
den party.

Betty figures that, given the spading that has just begun, it is doubtful
(even if not wholly excluded) that a party can be held in the garden of
Kevin’s parents in the near future. As a result, Betty lowers her degree
of belief for Kevin’s having passed the driving test.

We model Betty’s belief state as the Stalnaker model depicted in Figure
6. W contains eight elements covering the possible events of D, =D, G, -G,



478 MARIO GUNTHER

S, S, where D stands for “Kevin passed the driving test”, G for “Kevin’s
parents will throw a garden party”, and S for “Kevin’s parents have started
to spade their garden”.

Assume Betty interprets the conditional uttered by her mother as the
causal information D = G. Furthermore, Betty infers from her contextual
knowledge that because Kevin’s parents are spading their garden, they will
not throw a garden party, in symbols § = —G. Finally, Betty knows that
Kevin’s parents have started to spade their garden, and thus has the factual
information that S.
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Figure 6: An eight-worlds Stalnaker model for Betty’s belief state in
the Driving Test Example.

In total, Betty learns the minimally informative proposition [(D = G) A
(S = =G) A S] = {wa}. In Figure 6, we see that the Driving Test Example
is structurally similar to the Ski Trip Example.
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Imaging on the minimally informative proposition [(D = G) A (S =
=G) A S] = {w4} results in the following probability distribution, where we
do not display the vanishing probabilities:

PO=OAS==ONS (1) = P*(w') = 3, P(w)- {1 if WD=sa)As 2-6)As = W'}:
0 otherwise

(1) Piwy) =1

Our method yields again the correct result regarding the intuition asso-
ciated with the Driving Test Example: P (D) < P(D), since P (D) = 0 and
P(D) = P(w1) + P(Wy) + P(ws) + P(wg) > 0.

The following Judy Benjamin Problem will illustrate that if Betty thinks
that the conditionals D = G or § = —G (or both) convey uncertain infor-
mation, then the probability shares for some other worlds will not reduce
to zero. This fact fits nicely with the Driving Test Examples’s remark that
“given the spading that has just begun, it is doubtful [or uncertain] (even if
not wholly excluded) that a party can be held in the garden of Kevin’s par-
ents”. We will treat the application of our method to the learning of uncer-
tain causal information in the next section.

4.1.4. A possible worlds model for the Judy Benjamin Problem

We apply now our method of learning causal information to a case, in
which the received causal information is uncertain. We show thereby that
the method may be generalised to those cases in which the learned causal
information is uncertain, provided we use Jeffrey imaging. Following the
presentation in Hartmann & Rad (2017), we consider Bas van Fraassen’s
Judy Benjamin Problem (cf. van Fraassen 1981, 376-379).

Example 4. The Judy Benjamin Problem (Hartmann & Rad 2017,
7))

A soldier, Judy Benjamin, is dropped with her platoon in a territory that
is divided in two halves, Red territory and Blue territory, respectively,
with each territory in turn being divided in equal parts, Second Com-
pany area and Headquarters Company area, thus forming four quadrants
of roughly equal size. Because the platoon was dropped more or less at
the center of the whole territory, Judy Benjamin deems it equally likely



480 MARIO GUNTHER

that they are in one quadrant as that they are in any of the others. They
then receive the following radio message:

(12) Ican’tbe sure where you are. If you are in Red Territory, then
the odds are 3 : 1 that you are in Second Company area.

After this, the radio contact breaks down. Supposing that Judy accepts
this message, how should she adjust her degrees of belief?

Douven claims that the probability of being in red territory should, in-
tuitively, remain unchanged after learning the uncertain information. Fur-
thermore, the probability distribution after hearing the radio message, i. e.
P*, should take the following values:

(13) PRAS)= P'(R A =S) =1

P'(aR A S) = ¢ P*(=R A =S) = =

We model Judy Benjamin’s belief state as the Stalnaker model depicted
in Figure 7. W contains four elements covering the possible events of R,
-R, §, S, where R stands for “Judy Benjamin’s platoon is in Red territory”,
and S for “Judy Benjamin’s platoon is in Second Company area”. The story
prescribes that the probability distribution before learning the uncertain in-
formation is given by:

(14) P(RAS)= P(RA=S)= P(=RAS)= P(=RA=S) =i

In the previous examples, our agents implicitly learned Stalnaker con-
ditionals of the form a > y with certainty. According to Theorem 1, this
amounts to the constraint that P(a > y) = P*(y) = 1 (provided « is not a
contradiction). Given this constraint and since P* is a probability distribu-
tion, we have P*(—y) = 1 — P*(y) = 0. This means that we were able to
probabilistically exclude any —y-world under the supposition of a.

Now, our agent Judy Benjamin learns uncertain causal information, i.e.
she implicitly learns Stalnaker conditionals with uncertainty. According to
Theorem 1 and since R = § is equivalent to (R > S) A (=R > —5), this

amounts in the Judy Benjamin Problem to the constraint that P(R = S) = Z .
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By our method, we obtain P(R = =S) = i In contrast to learning causal
information with certainty, we cannot subtract the whole probabilistic mass
from the S -worlds under the supposition of R, and accordingly from the
S-worlds under the supposition of —R. However, Judy Benjamin is in-
formed from an external source about the proportion to which she should
gradually ‘exclude’ or downweigh the probability share of R = =S-worlds.
Equivalently, we may say that the most similar R = S-world (from any R
= ~5)-world) obtains a gradual upweight of probability such that it re-
ceives % of the probability shares of the R = —S-worlds; in turn, however,
this R = —=S-world then receives a probability share from the R = S-world
weighed by %. Note that in Stalnaker models R = —§ is equivalent to
R>-SA-R>S.

S -S

e
= R /_"\ . ‘://
\\,, bt Y.
hl R ~

Figure 7: A Stalnaker model for Private Benjamin’s belief state in the
Judy Benjamin Problem. The thick arrows illustrate the specification of a
similarity order <’ such that the received information [R = §] is minimally
informative. Note that each world having two outgoing thick arrows (one
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for R > S and one for =R > —S) satisfies R = S. The thin arrows illustrate
the specification of another similarity order < # <’ such that the received
information [R = —S] is minimally informative. Each world having two
outgoing thin arrows (one for R > S and one for =R > S) satisfies
R = —=S). In sum, the similarity orders are specified such that one makes
[R = S] = {wi1, wa} a minimally informative proposition and the other
makes the complement proposition [R = —S] = {w2, w3} a minimally in-
formative proposition. By the causal difference assumption, we obtain
ming [R= S]=wi and ming [R= S]=wa. Furthermore, we obtain
ming  [R = —S] = w2 and ming , [R = —S] = w3. The thick dashed
arrows represent the transfer of k- P(w), while the thin dashed arrows rep-
resent the transfer of (1 — k) - P(w). The application of Jeffrey imaging on
[R = S] with k= E leads to the following calculation for the probability
distribution: P} /45(w1) = 3/4-P(w;)+3/4 P(w;), and P§55 (w) =
1/4 - P(wy) + 1/4 - P(wy), and PJ%(w3) = 1/4 - P(w3) +
1/4 - P(wy), and P55 (wy) = 3/4 - P(w3) + 3/4 - P(wy).

We apply now Jeffrey imaging to the Judy Benjamin Problem, where a
source external to Judy provides her with the information that k = %

(15)  PRoS(w') = Z (P(w) : {k i Wres =_W’} + P(w)

0 otherwise
1 - k ifWRﬁﬂS = W’
0 otherwise
Given the probability distribution before the learning process in Equa-

tion (14), Judy obtains the following probability distribution after being
informed that P(R = §) = %:

w

(16) PE5(wy) = PES(RAS) = 2
PiR3(wy) = PES(RAS) =

PFR3(ws) = P23 (AR AS) =

[ B SN =Y

PES(wy) = PFS(ARA-S) = =
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The probability distribution of (16) does not conform to Douven’s intu-
itively correct distribution of (13), while the desideratum P_f/is (R) =

PR) = % is met. Note that the learning of causal information results in

Pf/:js ("RA-S)= g, which may be plausible for cases of causal dependence.

However, we do not think that the conditional of the Judy Benjamin Prob-
lem is meant to express a causal dependence relation. In Giinther (2017),
we treated the received uncertain conditional as merely carrying uncertain
conditional information. Applying the method of learning uncertain condi-
tional information allowed us to offer a solution to the Judy Benjamin Prob-
lem that agrees with Douven’s desired distribution of (13).

The Judy Benjamin Problem illustrates quite vividly the main differ-
ence between learning conditional and causal information. A merely con-
ditional understanding of the conditional in the Judy Benjamin Problem
does not affect the (row of) —a-worlds, whereas the difference-making or
causal dependence interpretation of the conditional affects the (row of)
—a-worlds.

5. Stalnaker inferences to the explanatory status
of the antecedent

The method of learning causal information provides a formally precise
implementation for when and how Douven’s explanatory status of the an-
tecedent should change. Recall his idea from Section 2 that the explanatory
power of the antecedent with respect to the consequent determines the
probability of the antecedent after learning the conditional. The idea is re-
lated to abduction, nowadays more commonly referred to as ‘inference to
the best explanation’, or at least to a good explanation. The schema of such
an inference runs as follows: a explains y (well), and y obtains. Therefore,
a is true, or at least more likely.

We may interpret a Stalnaker agent’s learning of o = y as inference to
a good explanation. Suppose an agent believes the fact y and receives the
information @ = y. Then the agent infers that « explains y (well). For,
a = y implies that ~py would be the case, if a were not the case. But y is the
case and thus indicates that ¢ is the case as well. The Ski Trip Example is an
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instance of this type of reasoning. Harry learns E = S, S = B and the fact B.
He infers by our method of learning causal information that S explains B and,
in turn, that E explains S. Consequently, PE=NS=BABE) > p(E). In gen-
eral, Pk(“ﬁy)’w (a) = P(a), if k> % . In such a case, we call « the antecedent

in a ‘Stalnaker inference to a good explanatory status of the antecedent’, or
simply the antecedent in a ‘Stalnaker inference to a good explanans’.

In the Driving Test Example, Kevin’s passing the driving test (D) is at
odds with the parent’s spading their garden (S). D does not explain S (well).
There is rather a tension between the occurrence of D and S. We can again
formally implement the reasoning. Suppose S and S = -G, where G stands
for “Kevin’s parents will throw a garden party”. Betty receives the infor-
mation that D = G. S and S = -G implies that G is not the case. By
D = G, we may therefrom infer that D is not the case either. For, if D were
the case, G would be the case. Consequently, P(P=ONE ==6S(p) < p(D).

In general, P (@) < P(a), if k > % . In such a case, we call a the

antecedent in a ‘Stalnaker inference to a bad explanans’. Notice that our
framework allows for a probabilification of the Stalnaker inferences, if un-
certain causal information is learned.

6. Conclusion

We have seen that Douven’s dismissal of the Stalnaker conditional as a
tool to model the learning of conditional and causal information is unjusti-
fied. Rather, this type of learning may be modelled by Jeffrey imaging on
the meaning of Stalnaker conditionals under the following condition: the
similarity order of the Stalnaker model is changed in a way such that the
meaning of the conditional is minimally informative. Both methods of
learning information align with the intuitively correct results in Douven’s
benchmark examples. However, Douven’s intuitions about the Judy Ben-
jamin Problem are only met, if we understand the conditional Judy receives
as conveying merely conditional information.

We have shown that the method of learning (uncertain) conditional in-
formation proposed in Giinther (2017) may be adapted to a learning method
of (uncertain) causal information. The adaptation is based on the Stalnaker
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conditional, for which Lewis’s idea of causal dependence is implemented.
The two methods come with two different assumptions, i.e. the default as-
sumption and the causal difference assumption, respectively. The combi-
nation of the two methods provides a unified framework that manages to
clearly discern between a merely conditional and a causal reading of the
conditional “If «, then ¢”. Hence, the general method cannot be attacked
for not being applicable to conditionals that (are supposed to) express
causal dependences. In detail, if no further contextual information is
available, conjunctive information is strictly more informative than
causal information, which is in turn strictly more informative than condi-
tional information. For, the minimally informative conjunctive, causal
and conditional propositions stand in the following strict subset relation:
[aAylcla=y]lcla>y]

The causal dependence reading can be used to formalise Douven’s ex-
planatory status of the antecedent. We thereby convey the explanatory sta-
tus a precise formal meaning that may be used to operationalize Douven’s
idea that explanatory considerations play a core role in learning condition-
als. Furthermore, the results suggest that we should distinguish between a
merely conditional or suppositional interpretation and a causal dependence
interpretation of a conditional. A supposition should not affect those cases,
in which the antecedent is not satisfied, whereas a difference-making con-
ditional should. Based on this distinction, we hope that the proposed frame-
work can help psychologists of reasoning to provide an empirically ade-
quate account of actual reasoning behaviour with respect to the learning of
conditional and causal information.

The advantages of our unified framework of learning uncertain infor-
mation, as compared to alternative accounts, will be assessed in a follow-
up paper. We plan to compare our account in detail to Douven’s account of
learning conditional information and Bayesian accounts of learning condi-
tionals. In particular, we will show that the Bayesian account of Hartmann
& Rad (2017) — that minimizes the Kullback-Leibler divergence on a fixed
Bayesian network — has severe problems to capture the merely conditional
interpretation of conditionals. As a consequence the Judy Benjamin Prob-
lem remains troublesome for their account.
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1. Physicalism and Hempel’s Dilemma

As one popular survey reports (see Chalmers & Bourget 2014, 476),
most philosophers today are physicalists, that is, they think that everything
is physical. They also believe that physics can explain the nature of the
universe or at least that the fundamental level of reality is the subject-mat-
ter of physics. Physicalism can be spelled out in many ways, and, as pointed
out by Robert Kirk, a less committing way is to say that the language of
physics is (at least in principle) capable of describing all the facts about the
universe, while the language of any other science is at best a re-description
of the same reality.?

This means that even if one allows for non-physical facts and non-phys-
ical properties, these facts and properties, according to physicalists, do not
belong to the fundamental level of reality: At best, non-physical properties
might supervene on physical properties, which means that once all physical
facts (plus the laws of physics) are fixed, everything else will be settled as
well. If so, then even if some other scientific discipline (e.g., biology, psy-
chology, economy, etc.) uses a vocabulary different from the one used in
physics, all these disciplines would tell us something about one and the
same reality: the physical reality.

It is likely that physicalism is a background for many/most scientists
today. In physics, the debates over the correct interpretation of quantum
mechanics and the validity of the causal closure of the physical, according
to which all physical effects are fully determined by prior physical occur-
rences (and the laws of physics), might serve as an illustration. Although
physics and physicalism are not the same,*> many contemporary physicists
are physicalists. For example, physicists typically endorse the principle of
causal closure. However, there is more than one interpretation of quantum
mechanics, one of which is the so-called Wigner’s hypothesis, according
to which consciousness might cause the wave function collapse. Such a
hypothesis contravenes the principle of causal closure and goes in favor of

2 This is what Kirk calls “minimal physicalism”; see Kirk (2006) for more details.

3 That is because physicalism goes beyond physics by telling us that the fundamental

level of reality can be fully described and explained by physics.
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a dualistic ontology. Now, as Chalmers has pointed out,* physicists typi-
cally endorse the principle of causal closure (and, therefore, they reject
Wigner’s hypothesis) because they are physicalists, while, on the other
hand, physicalists (for example, David Papineau when defending the causal
argument for physicalism)’ typically say that the principle of causal closure
ought to be accepted because physicists typically endorse it.

In that respect, physicalism discourages work on certain theories (e.g.
the work on the dualistic interpretation of quantum mechanics), while it
encourages work on some other theories (e.g. the work on interpretations
of quantum mechanics which aim to support physicalism).

Physicalism has also inspired establishing new disciplines. For exam-
ple, Patricia Churchland’s book Neurophilosophy (see Churchland 1986)
had a great impact on establishing neuroethics (and perhaps later on neu-
roeconomics, neuroaesthetics, and so on), bringing together philosophers
and scientists from various fields in order to discuss new problems. Also,
many neuroscientists direct their research toward discovering neural mech-
anisms of yet unexplained mental processes just because they believe that
all mental processes are physical. Otherwise, they would probably stop
their research or they would redirect it, for example, toward dualistic or
panpsychist sorts of explanation. So it is likely that physicalism is a back-
ground for many/most neuroscientists today too.

However, physicalism has been defended and characterized in more
than one way. As is well known, physicalists respond to the main anti-
physicalist arguments (such as the zombie argument, the knowledge argu-
ment, and so on) in different ways, and sometimes they even dispute among
themselves over which responses are the most satisfactory ones. Physical-
ists also propose various positive arguments and accounts in order to justify
their view.%

4 See his talk (based on his collaboration with Kelvin McQueen) “Consciousness and

the collapse of the wave function” (2014) which is available at: https://www.youtube.
com/watch?v=DIBT6E2GtjA

5 The causal argument runs as follows (cf. Papineau 2001, 9): All physical effects are

fully determined by laws and prior physical occurrences; all mental occurrences have
physical effects; the physical effects of mental causes are not fully overdetermined;
therefore, mental occurrences must be identical with physical occurrences.

6 Some of them will be sketched briefly in section 2.
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Last but not least, the key notion physicalists use, the notion of “physi-
cal”, underwent so many changes in the history of science. For example,
the concept of matter has changed in light of new scientific discoveries
(see, for example, Ney 2008a, 1034), and the same happened to some other
basic notions in physics, such as space, time, mass, and the like. Further,
science surprised us many times by positing new properties at the funda-
mental level, given that different physical theories considered different
properties as fundamental. Bearing this in mind, one might be skeptical
about the idea that there are necessary conditions for something to be a
physical object. This opens the question on how far physicalists should go
in accepting the changes of the key notions they use without ceasing to be
physicalists.

This creates a tension between ontological and methodological commit-
ments that arguably any physicalist should take. Namely, the ontological
commitment binds physicalists to rule out a view that non-physical entities
belong to the fundamental level of reality, while the methodological com-
mitment binds them to accept everything physics says is true. Accepting
the latter commitment threats to undermine the former, and vice versa.
This, among other things, gives rise to a well-known dilemma for physi-
calists, posed by Carl Hempel (see Hempel 1980, 195), which is now called
“Hempel’s Dilemma”.

The dilemma runs as follows: Physicalists, who claim that physics alone
can explain the nature of the universe, should be more accurate and say
exactly which physical theory they have in mind. At first glance, it seems
that they have to choose between the current physics and a future physical
theory,” which is rather an unpleasant choice: On the one hand, current
physics is incomplete, and, strictly speaking, inconsistent, since the stand-
ard model of quantum mechanics, which is powerful in describing micro-
physical phenomena, is indeterministic, while general relativity, which ac-
curately describes the universe on large scales, is deterministic (see, for
example, Greene 2004, 333-335, for more details). Thus, taking the first
horn of the dilemma (the so-called “currentism”) is not attractive because
it is irrational to believe in inconsistencies and take them as capable of
providing a complete explanation of the universe. On the other hand, we

7 Appealing to an already abandoned physical theory obviously would not be an op-

tion.
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do not know how a future physical theory will look. This means that taking
the second horn of the dilemma faces the “inappropriate extension worry”
(see Wilson 2006, 68), which is based on the conceivability of a scenario
in which a future physical theory posits irreducible non-physical entities
(like phenomenal consciousness) at the fundamental level.® Such a sce-
nario is likely the one in which physicalism is not true. Now, if physicalists
deny in advance that such a scenario will happen, it would depart from
ordinary scientific practice, to which physicalists appeal, since physics is,
after all, an empirical science, and therefore it is possible, at least in prin-
ciple, that it can surprise us (as it did many times in the history of science)
by positing new properties at the fundamental level. On the other hand, if
physicalists bite the bullet and claim that they will be ready to accept even
the ideal physical theory that posits phenomenal consciousness at the fun-
damental level, then physicalism, according to the objection, turns out triv-
ial and empty, because in that case anything goes (see, for example, Wilson
2006; Ney 2008a, 1037). The upshot of Hempel’s Dilemma is that physi-
calism is either false or a trivial and contentless doctrine.

Hempel’s Dilemma is a usual way to approach the problem of charac-
terizing physicalism, and it serves as a fruitful guide that can help physi-
calists to spell out their view in a more precise way. In that respect, the
dilemma primarily deals with the meaning of the physicalist claim, that is,
it primarily concerns a meta-question about what physicalism is and, re-
lated to this, about what all physicalists have in common (see Prelevic¢
2017, 5 for more details). Hempel’s Dilemma deals with the question of
truth of the physicalist claim too, since solutions that render physicalism
false would not be considered plausible. Relatedly, competing solutions
can be compared with regard to what extent they are realistic accounts of
worth considering phenomena that will be addressed in due course.

Three strategies of dealing with Hempel’s Dilemma have been proposed
by now: defending currentism, defending futurism or trying to avoid the
dilemma by claiming that physicalism is not a thesis that might be trivial
or empty, but something else (e.g., a stance or a research programme). The

8 Here, dualistic interpretation of quantum mechanics (Wigner’s hypothesis), men-

tioned in this section, might serve as an illustration.
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first two strategies have been widely defended and criticized.’ In what fol-
lows, the focus will be on the third strategy.

2. Avoiding the dilemma

In the previous section, we have seen that Hempel’s Dilemma, which is
aimed to force physicalists to take an unfavourable choice between current
physics and a future physical theory, presupposes that physicalism is a the-
sis that might be true, false, trivial or empty. Avoiding the dilemma consists
in challenging such an assumption. Here, two ways of avoiding the di-
lemma will be addressed: the attitudinal approach and understanding phys-
icalism as a research programme. In what follows, these two approaches
above will be compared. It will be argued that the latter approach (pre-
sented in section 2.2) fares better than the former approach (presented in
section 2.1) as to how some physicalists (and their opponents) sometimes
switch the sides, as well as why different physicalists undertake different
activities within a given time interval. These considerations, if correct,
would license a view that the latter approach (properly understood) ought
to be preferred over the former approach because it is a more realistic ac-
count of worth considering phenomena that are relevant for characterizing
physicalism and resolving Hempel’s Dilemma thereof.

2.1. The attitudinal approach

Let us start with the attitudinal approach, according to which physical-
ism is best understood as a stance (or an attitude). Alyssa Ney expresses
such an attitude in the following slogan: “I hereby swear to go in my on-
tology everywhere and only where physics leads me” (Ney 2008, 11).

In philosophy of science, the notion of stance has been famously intro-
duced by Bas van Fraassen (2002). He has done so because, among other
things, he wanted to resolve the problem of justifying empiricism. Namely,
if empiricism is the claim that experience is the one and only source of
factual information, then there is a problem of how to justify the empiricist

9 For arguments against currentism, see, e.g., Wilson (2006, 64-66); and Prelevic¢

(2017); for the disputes among futurists, see Wilson (2006); and Dowell (2006); for
critiques of futurism, see, for example, Ney (2008a); and Prelevi¢ (2017).
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claim itself, since such a claim cannot be supported by experience. Hence,
adopting empiricism as a thesis would be self-defeating. For that reason,
van Fraassen understands empiricism as a stance that commits its adherents
to act in a certain way and, at the same time, being aware that adopting
such a stance is not justified by providing an algorithm or something of that
sort. By the same token, van Fraassen thinks that problems like Hempel’s
Dilemma can be avoided once we understand physicalism as a stance, and
not as a thesis (see van Fraassen 2002, 49 for more details)

It has already been pointed out that van Fraassen’s account does not
match well with the standard classifications in the history of philosophy,
since it allows us to count philosophers like Descartes, Leibniz and
Chalmers — who arguably tried (or could have tried) to reconcile their on-
tologies with their preferred physical theories'” — as physicalists, which is
rather implausible (see Prelevi¢ 2017). Perhaps one way of dealing with
this problem would be to include some metaphysical commitments in char-
acterizing physicalism along the lines of James Ladyman’s defence of what
he calls the “scientistic stance” (see Ladyman 2011). Although this would
depart from what van Fraassen originally had in mind — after all, van Fraas-
sen’s empirical stance was purported to be anti-metaphysical — it would
still be in line with the view that physicalism is a stance rather than some-
thing else.

By having or taking a stance, van Fraassen means “having or adopting
a cluster of attitudes, including a number of propositional attitudes which
will generally include some beliefs” (van Fraassen 2004, 175; see also van
Fraassen 2002, 47-48). Here, the main point is that stances are not theses
(although they typically contain them) as well as that stances permit some-
one to endorse a belief without pretensions to claim that such a belief is

10 For example, Descartes considered conservation laws (the “quantity of motion™)
a nondirectional (scalar) quantity (mass times speed; see, for example, Descartes
1985, 83-84; see also Woolhouse 1985; and Papineau 2001, 14-15), which made it
possible for him to claim that mind can alter the direction of body’s motion leaving
the conservation laws intact. Leibniz famously criticised him on these matters (see,
for example, Leibniz 1997), but given that he, like Descartes, endorsed the causal
closure of physics, he proposed the doctrine of pre-established harmony instead of
interactionist dualism. On the other hand, a dualistic interpretation of quantum me-
chanics, to which Chalmers sometimes appeal, contravenes the causal closure of the
physical world (see section 1).
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rationally mandated (cf. Teller 2004, 161). As Paul Teller suggests, the
notion of stance can be clarified by using the analogy with adopting a pol-
icy:!! truth values are not assigned to policies, policies commit us to act in
a certain way or to make certain decisions, they may be overridden by some
other criteria or policies, they may be interpreted or applied in more than
one way, and so on.

Given that, as stressed above, stances permit someone to endorse a be-
lief without pretensions to claim that such a belief is rationally mandated,
van Fraassen’s approach is confronted with the problem of “stance volun-
tarism”, which refers to “the thesis that one can intentionally acquire or
sustain a stance in the absence of any epistemic reasons for that stance”
(Baumann 2011, 29). Such a thesis implies that contrary stances are ration-
ally permissible (see Chakravartty 2011).'2

In that respect, it is not surprising that van Fraassen’s conception of
stance is often compared with Kuhnian view of paradigms, since Kuhn
(1962) famously argued that, during scientific revolutions, “paradigm
shifts” occur in a way in which replaced and newly established paradigms
are incommensurable. Paradigms are, simply put, frameworks within
which scientific communities work. In his “Second Thoughts on Para-
digms” (see Kuhn 1974), Kuhn understood paradigms as disciplinary ma-
trices that consist in “a constellation of group commitments” which, among
other things, include examplars (shared examples) that suggest new puz-
zles, approaches to resolving them, and serve as standards that enable those
who do the research within the paradigm to measure the quality of the pro-
posed solutions (cf. Rowbottom 2011, 115)

As Darrell Rowbottom has pointed out, stances are very similar yet not
identical to paradigms. According to him, stances should not be understood
as paradigms writ large, since paradigms, unlike stances, include exam-
plars. Rowbottom thinks that introducing stances should not be understood
merely as spelling out a known idea in a new fashion, but as appraising it
as a boon. He thinks that the distinction between stances and paradigms

1" Van Fraassen agrees with him on that by telling that it clarifies the epistemological

aspects of the notion (see van Fraassen 2004, 179).

12 1 will stay neutral in due course on whether van Fraassen’s view of stance volunta-
rism leads to latent irrationality or not (this objection can be found, for example, in
Baumann 2011).
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enables us to explain why different scientists undertake different activities,
that is, “how and why there is a measure of dissent within the boundaries
of the disciplinary matrix” (Rowbottom 2011, 115). Rowbottom’s solution
to this problem runs as follows: “My basic idea is that a disciplinary matrix
implies a set of permissible stances, and that the difference in stances of
individual scientists explains how and why a broad range of activities oc-
cur” (Rowbottom 2011, 117). At the end of his paper, Rowbottom conjec-
tures that van Fraassen’s notion of stance may be also used to explain
Kuhnian conversions in science, yet he finishes his paper without develop-
ing such an idea.

2.1.1. Physicalism and conversions

In the previous section, it was stressed that both Kuhnian view of para-
digm shifts and van Fraassenian view of stance voluntarism are aimed to
support the thesis that conversions in science are not rationally mandated.
However, in the context of the debate over the possibility of characterizing
physicalism, these accounts are hardly acceptable.'® After all, the fact that
so many arguments have been proposed for or against physicalism (and
alternative views as well) suggests that a rational choice between physical-
ism and the alternative views can be made within a given time interval,
contrary to what Kuhn’s incommensurability thesis and van Fraassen’s
stance voluntarism presuppose.

Here, it is worth mentioning that even if some physicalists appeal to the
Kuhnian view of scientific revolutions, it would still not follow that they
themselves experience paradigm shifts whenever they introduce their the-
ories. For example, eliminativists like Daniel Dennett'* and Paul and Pa-
tricia Churchland typically claim that phenomenal consciousness will be

13 As is well known, Kuhn’s incommensurability thesis as such has been criticized

many times (see, for example, Newton-Smith 1981 for more details). However, the
main point here is that even if such a thesis can help us get a better grasp of some
interesting episodes in the history of science, it would still not be of any use for our
understanding of the nature of physicalism. The same holds, mutatis mutandis, for van
Fraassen’s account.

14 As for Dennett, many times he has challenged anti-physicalist arguments, such as
the zombie argument and the knowledge argument, by arguing that they are bad thought
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explained away within a future physical theory in almost the same way as
it happened with some other theoretical terms in science, such as phlogis-
ton, luminiferous aether, and the like (see, e.g., Churchland 1996). Given
that Kuhn interpreted episodes like these as the cases of paradigm shifts, a
natural guess is that at least some eliminativists think (or could have
thought) that a corresponding paradigm shift will dissolve phenomenal
consciousness too. Yet this would at best show that philosophers who ap-
peal to Kuhnian insights on how revolutions in science occur do that in
order to provide a rational support for their view rather than because of
experiencing a paradigm shift. Here the structure of their arguments would
be almost the same as of those used by some identity theorists or analytic
functionalists who appeal to theoretical identifications established in natu-
ral sciences (such as that water is H2O, that genes are DNA, and the like)
in order to justify the claim that consciousness is a brain process, and the
like. Such optimism is far from not being rationally mandated'® at least
from the perspective of philosophers who share it and in the absence of
counter-arguments. So it is likely that physicalistic views like eliminativ-
ism are not incommensurable with anti-physicalistic views.

In addition, let us recall a few representative cases of conversion in phi-
losophy of mind. One such example is Frank Jackson’s conversion, whose
version of the knowledge argument is widely discussed in contemporary
philosophy of mind.'® Here is what Jackson says on this issue in one inter-
view:!’

experiments (he calls them “intuition pumps”; see Dennett 1991, 282 for more details).
This also reveals that his defence of physicalism is rationally mandated.

15 Here, as well as in cases below, I just present briefly some well-known arguments
of various physicalists and their opponents in order to shed a better light on the nature
of their debates and enterprises. I do not commit myself to holding their arguments
valid.

16 Jackson’s knowledge argument is intended to show that knowledge of completed
physics (chemistry and neurophysiology) does not enable us to know everything about
the world, since one who knows everything about a completed science of colour vision
could still be, for instance, ignorant of what is it like to see red.

17" See the interview: “Frank Jackson, Later Day Physicalist” (2011), which is availa-
ble at: http://www.philosophersmag.com/index.php/tpm-mag-articles/14-interviews/
22-frank-jackson-latter-day-physicalist.
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In ‘Epiphenomenal Qualia’ I explain why it’s not such a disaster being
an epiphenomenalist, but I came to think of this as a triumph of
philosophical ingenuity over common sense. This is what someone
who’s done a good philosophy degree can somehow make seem all
right, but if you look at it in a more commonsensical way it’s actually
pretty implausible. So the epiphenomenal stuff was just very hard to
believe.

However, Jackson himself changed his mind definitely after realizing
that a representationalist theory of consciousness (a version of intention-
alism that goes in favor of physicalism) is a viable doctrine. Actually, he
detected the key intuition behind the knowledge argument and tried to
show how such an intuition conflicts with an attractive view of the nature
of phenomenal concepts that can be defended on independent grounds
(see Jackson 2007 for more details). He has also provided some reasons
why, for example, he believes that alternative responses to the knowledge
argument, such as the “missing-concept reply”, are not convincing.'® So
it is likely that Jackson’s conversion to physicalism was rationally man-
dated, contrary to what van Fraassen and Rowbottom would say in simi-
lar cases.

It is also interesting to notice that some main figures in the debate over
the validity of the zombie argument have completely changed their views
on these matters.'® On the one hand, Robert Kirk, who introduced the zom-
bie argument in 1970s (see Kirk 1974), has changed sides and started to
argue that zombies are not just impossible, but inconceivable as well (see,
for example, Kirk 2007), while on the other hand, David Chalmers, whose
version of the zombie argument against physicalism has been in focus for

18 This reply consists in claiming that inside her black-and-white room (in Jackson’s
thought experiment) Mary is unable to acquire phenomenal concepts, which does not
entail by itself that phenomenal truths are not a priori deducible from corresponding
totality of micro-physical truths (plus the laws of physics).

19 The zombie argument, roughly, starts with the premise that zombies — our physical
duplicates who, unlike us, do not have phenomenal consciousness — are conceivable,
continues with the principle that conceivability entails metaphysical possibility, ending
up with the conclusion that metaphysical possibility of zombies undermines physical-
ism, in one way or another.
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last twenty years or so (see, for example, Chalmers 2010), originally had
thought that zombies are impossible, albeit conceivable.

However, these conversions can hardly be regarded as the cases of
Kuhnian paradigm shifts. Robert Kirk has tried to show that the zombie
scenario implies a sort of epiphenomenalism that involves a contradiction
(cf. Kirk 2007). As for Chalmers, here is what he says in a recently held
interview about his conversion:?

I wanted to write a big-picture treatment of consciousness in philosophy
and science and at the same time put forward a positive theory of con-
sciousness. In my first couple of years at Indiana I wrote two long arti-
cles (still unpublished except on the web) pursuing the connection be-
tween consciousness and the way we talk about consciousness, but I
also gradually got drawn into issues about materialism and dualism. I
had come to graduate school thinking of myself as a materialist (albeit
one who was very impressed by the problem of consciousness), but I
gradually realized that commitments I already had meant that material-
ism couldn’t work, and I should be some sort of dualist or perhaps
panpsychist.

The passage above suggests that Chalmers has changed his view after a
more careful reflection on the commitments he already had accepted, and
realizing that those commitments are incompatible with physicalism (ma-
terialism). A natural guess is that he realized that his views on the relation
between modality and apriority, semantics of phenomenal and micro-phys-
ical concepts, quantum mechanics, and the like, do not match well with
physicalism.

These representative cases of conversion suggest that it is more likely
that they are rationally mandated. They neither justify Kuhnian view of
paradigm shifts, nor van Fraassenian stance voluntarism, which is consid-
ered to be a hallmark of the attitudinal approach.

20 See the interview: “What Is It Like to Be a Philosopher?” (2016), which is available
at: http://www.whatisitliketobeaphilosopher.com/#/david-chalmers/.
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2.1.2. Varieties of physicalism

Now, let us check whether van Fraassen’s attitudinal approach can ex-
plain why different physicalists undertake different activities. In order to
show that this is not the case, let us start with noticing that the history of
physicalism is to a great extent parallel with the history of analytic philos-
ophy, primarily with respect to the question about how philosophers see
the relationship between philosophy, science and metaphysics. Namely,
when Otto Neurath coined the term “physicalism” in 1930s (see Neurath
1983), he thought, like other members of the Vienna Circle who were in-
fluenced by the work of the early Wittgenstein, that there are no meaningful
propositions in philosophy (in traditional metaphysics, in particular), and
also that philosophy is a quite different activity from science. Generally, in
the age of the “linguistic turn” (Gustav Bergmann’s phrase), philosophers
who endorsed physicalism in one way or another typically tried to provide
areductive analysis of the mental (for example, by means of a dispositional
analyses of mental states; see, for example, Carnap 1959; Ryle 1949) or to
show that there is no room for the subjective aspects of conscious experi-
ence (qualia) in corresponding language-games (this was the upshot of
Wittgenstein’s the-beetle-in-a-box thought experiment; see Wittgenstein
1958, § 295), and the like.

Quine’s critiques of the main ideas defended by philosophers of the Vi-
enna Circle?! inspired many philosophers of that time and led them to think
that philosophy and science should not be separated, and that metaphysics
(modal discourse and essentialism, in particular) ought to be rejected. In
view of the last fact, it is not surprising at all that the proponents of the
identity theory, such as Place (1956), famously claimed that their theory
“is a reasonable scientific hypothesis”. They also believed that statements
like “Consciousness is a process in the brain” are contingently true, and
that the past successes in providing physical explanations of biological and
chemical phenomena give rise to a belief that corresponding theoretical
identifications in psychology are available.

2l See, e.g., Quine (1951) for his famous criticism of the analytic/synthetic distinc-

tion.
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However, Barcan’s and Kripke’s insights on identity, modality and es-
sence became influential, and increased philosophers’ interest to take met-
aphysics seriously. Although Kripke has famously argued against physi-
calism (see Kripke 1980 for more details), very soon physicalists tried to
reconcile their own views with Kripke’s compelling examples of necessary
a posteriori statements and his explanation of modal illusions. For example,
some physicalists claimed that views like “token physicalism” are even
strengthened by the Kripkean insights on the necessary a posteriori state-
ments (see, for example, McGinn 1977), while some others tried to show
that terms like “pain” are not rigid designators that pick out their objects of
reference through the use of essential modes of presentations (see Lewis
1983; and, more recently, Grahek 2007).2?

In 1990s Chalmers famously amended conceivability arguments
against physicalism, such as the zombie argument, in order to show that his
view is compatible with the standard Kripkean cases of the necessary a
posteriori. He has elaborated the key notions used in the argument, applied
the epistemic version of the two-dimensional semantics, setting up his ar-
gument to the effect that the burden of proof has been shifted to physical-
ists.

Physicalists react to Chalmers’s zombie argument in various ways.
Some think that phenomenal consciousness can be explained a priori in
terms of the physical, while others think that, although there is an explan-
atory gap between the physical and the mental, this gap still does not entail
that there is an ontological gap between the physical and the mental. In
other words, the latter argue that the conceivability of zombies does not
entail that they are metaphysically possible. There are also physicalists who
are ready to redefine physicalism in order to save the day (see, for example,
Leuenberger 2008).

This very brief and incomplete outline of some representative physical-
ists’ strategies of dealing with the zombie argument illustrates that it is,
contrary to the attitudinal approach, highly unlikely that physicalists vol-
untarily undertake different activities due to the stances they adopt.

22 In “Mad Pain and Martian Pain”, Lewis constructed thought experiments purported
to show that “pain” is not rigid designator. On the other hand, Nikola Grahek argued
that some interesting cases in neuroscience, such as pain asymbolia, suggest that feeling
pain (painfulness) and being in pain can be departed from each other.
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Further, it is not unusual that physicalists dispute among themselves
over which responses to the anti-physicalistic arguments, such as the zom-
bie argument, are the best. Here, the disputes over the validity of the phe-
nomenal concept strategy can serve as good illustrations.” Let us recall
that this strategy consists in providing an account that would support the
claim that, due to a specific nature of phenomenal concepts, physicalism
can be true despite the explanatory gap. Various accounts of that sort have
been proposed by now: indexical account, recognitional account, quota-
tional account, and so on (see, for example, Alter & Walter 2006 for more
details). On the other hand, setting aside the criticisms coming from anti-
physicalists, the phenomenal concept strategy has been criticized by some
physicalists more than once. For example, Daniel Stoljar** argues that the
proponents of the phenomenal concept strategy at best can show that psy-
chophysical conditionals, in which it is claimed that a complete description
of the world in physical terms necessitates a complete description of the
world in phenomenal terms, are not a priori synthesizable, yet they are not
capable of explaining why those conditionals are not a priori.?> The propo-
nents of phenomenal concept strategy typically try to handle such an ob-
jection by providing examples and arguing that the psychophysical condi-
tionals are analogous with some other conditionals that are likely not a pri-
ori (see, e.g., Diaz-Leon 2008). It is evident that such a dispute is rationally
mandated, contrary to what the attitudinal approach would predict.

23 Intentionalism in philosophy of mind, which is sometimes taken to support physi-

calism (see, for example, Cutter & Tye 2011; Grahek 2007; Klein 2007), can also serve
as a good illustration here, since its proponents often dispute among themselves over
which version of intentionalism better explains interesting phenomena. At the same
time, there are physicalists, such as Ned Block (see, e.g., Block 1997), who reject in-
tentionalism, typically by claiming that such a theory cannot explain some interesting
phenomena (such as blindsight, and the like). This suggests that the debates over the
validity of intentionalism are rationally mandated too.

24 Another critique of the phenomenal concept strategy, posed by a physicalist, comes
from Tye (2009).

25 According to Stoljar (2005, 478), a sentence is a priori synthezisable when “a suf-
ficiently logically acute person who possessed only the concepts required to understand
its antecedent, is in a position to know that it is true,” while a sentence is is a priori
when “a sufficiently logically acute person who possessed only the concepts required
to understand it, is in a position to know that it is true.”
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Now, one might think that these considerations turn into a sociological
analysis of the physicalist debate, and that it is not clear if such an analysis
helps us to address Hempel’s Dilemma.?® As a response to this worry, it
should be stressed that these considerations are just partly devoted to a so-
ciological (or a historical) analysis of the physicalist debate: They are pri-
marily aimed to shed a better light on the rationality lying behind the will-
ingness of various physicalists to undertake different activities within the
same research programme.?’ I hold it is a common practice in philosophy
of science to compare competing accounts (for example, Popperian,
Kuhnian, Lakatosian accounts, and the like) of the nature of science and
scientific rationality by taking into account representative episodes in the
history of science, and evaluating to what extent those accounts are realistic
in explaining them. This method has been applied outside philosophy of
science as well. For example, in his The Philosophy of Philosophy, Timo-
thy Williamson writes: “The primary task of the philosophy of science is
to understand science, not to give scientists advice. Likewise, the primary
task of the philosophy of philosophy is to understand philosophy — alt-
hough I have not rigorously abstained from the latter” (Williamson 2007,
ix). So, I think it is legitimate to apply the same method in assessing com-
peting solutions to Hempel’s Dilemma. This means that the considerations
above are relevant for assessing competing solutions to Hempel’s Di-
lemma, and that, as it stands, they do not go in favor of the attitudinal ap-
proach.

2.2. The Lakatosian approach

Now, let us turn to another strategy of avoiding Hempel’s Dilemma,
namely that of understanding physicalism as a research programme. In phi-
losophy of science the term “research programme” was famously intro-
duced by Imre Lakatos (see Lakatos 1978), who thought that the units of
evaluation in science are not theories but research programmes, within
which particular theories and models are produced. According to Lakatos,
research programmes guide one’s research, and they consist in the “hard-

26 T would like to thank an anonymous referee for drawing my attention to this issue.

27 The same holds, mutatis mutandis, for the cases of conversion, presented in section

2.1.1.
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core”, positive heuristic, and negative heuristic (cf. Lakatos 1978, 47). The
hard-core of a research programme contains basic claims (for example, the
three principles of motion in Newton’s mechanics), and it is always pro-
tected by negative heuristic that redirects potential counterevidence to in-
essential parts of the programme (to auxiliary hypotheses, etc.). Positive
heuristic suggests paths worth of being pursued, the order of investigation,
ways to construct models and theories, and so on (see Lakatos 1978, 50).
While negative heuristic discourages work on certain theories and models,
positive heuristic encourages work on some other theories and models.
Also, many competing theories and models might be produced within a
single research programme (Newton’s mechanics and Darwinism might
serve as good examples).

Although it might seem that many philosophers do not explicitly ad-
mit of being engaged in a research programme, the fact that they typically
try to amend tenaciously their arguments from critiques is a good evi-
dence that they actually are. Of course, philosophers sometimes switch
to another research programme, quite the opposite to the one they en-
dorsed earlier (some representative cases of conversion were presented
in section 2.1.1).

Recently, a view that physicalism is a research programme has been
proposed independently by Guy Dove and Dugko Prelevi¢.?® According to
Dove (2016, 5), physicalism is an “ongoing interdisciplinary research pro-
gramme”, the core theses of which are, respectively, that current physics
inspired physicalists to count certain entities as physical, and that past suc-

28 A view that physicalism is a specific theory through which materialist (metaphysi-
cal) research programme expresses itself at various times is defended by Seth Crook
and Carl Gillet (see Crook & Gillett 2001, § 3). However, although physicalism is usu-
ally regarded as a descendant of the materialist worldview, it is still rich enough to be
understood as a separate research programme: After all, commitment to physics as fun-
damental science is not a necessary part of materialist metaphysics, whereas, on the
other hand, physicalism is arguably incompatible with some materialist views about
material substance, like those that were famously criticized by George Berkeley, and
the like.

Of course, a natural guess is that Lakatos himself, had he been asked, would have
said that physicalism is a research programme: after all, he understood science and ide-
ologies in the same way.
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cess in providing physical explanations of biological and chemical phe-
nomena may serve as positive exemplars of how mental phenomena should
be explained.

However, putting current physics and past exemplars into the hard-core
of physicalist research programme is unsatisfactory for two reasons. First,
such an account does not say too much about the nature of current physics.
Here, let us recall that today there is more than one interpretation of quan-
tum mechanics, one of which is a dualistic interpretation (see section 1)
that is by no means acceptable to our day physicalists. If so, then Dove’s
account is too permissive. On the other hand, it seems that by positive ex-
emplars in biology and chemistry Dove means well known cases of reduc-
tive explanations (functional reductions), to which physicalists frequently
appeal in philosophy of mind, such as the explanation of why water is H20,
why heat is the motion of molecules, why genes are DNA, and the like.
Yet, in our times, explanatory pluralism in philosophy of science is a more
viable doctrine, which means that physicalists need not be constrained by
just one sort of explanation. For example, many phenomena in biology are
explained in a non-reductive (and even in a non-causal) way, by appealing
to the same level phenomena or even to the higher-level phenomena, as is
the case, for instance, with the statistical explanations in theoretical popu-
lation biology (see Walsh 2015 for further details), and the topological ex-
planations that are used to explain, for example, metabolic economy, syn-
chronicity, stability, robustness, resilience, and the like (see Kosti¢ 2016).
Furthermore, there are physicalistic views in philosophy of mind, such as
the higher-order theory of consciousness (see, for example, Rosenthal
2011), which aim to provide a (second-order) representational account of
consciousness, in which physics or any lower-level theory plays no role.
Thus, it seems that Dove