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ABSTRACT: Since Antiquity, logic has always enjoyed a status of something crucially 
important, because it shows us how to reason, if we are to reason correctly. Yet the 
twentieth century fostered an unprecedented boost in logical studies and delivered a 
wealth of results, most of which are not only not understandable by non-specialists, but 
their very connection with the original agenda of logic is far from clear. In this paper,  
I survey how the achievements of modern logic are construed by non-specialists and 
subject their construals to critical scrutiny. I argue that logic cannot be taken as a theory 
of the limits of our world and that its prima facie most plausible construal as a theory 
of reasoning is too unclear to be taken at face value. I argue that the viable construal of 
logic takes it to be explicative of the constitutive (rather than strategic) rules of reason-
ing, not of the rules that tell us how to reason, but rather of rules that make up the tools 
with which (or in terms of which) we reason. 

KEYWORDS: Logic – mathematical logic – philosophical logic – reasoning. 

1. The word “logic” 

 Logic, in the traditional sense of the word, is taken to be something general 
and universal, and though there have been disputes over some logical princi-
ples (e.g. the principle of the excluded middle, which states that either A or 
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not-A must be the case; see Church 1928), and sometimes it even seems that 
these disputes augur a split of logic into different kinds (such as, in the context 
of the twentieth century, classical and intuitionist logic; see Mancosu et al. 
2009), it still seems a contradiction in terms to say that everybody can help 
themselves to their own logics or that logic can be changed according to the 
subject matter it is applied to. Our traditional notion remains that the bulk of 
logic must be general, universal and topic-neutral.  
 However, if we examine how the word “logic” is actually applied in prac-
tice, we soon see that its usage does not really conform to this notion. When 
we search the British National Corpus (http://www.natcorp.ox.ac.uk/) –  
a representative set of electronic texts (“of written and spoken language from 
a wide range of sources, designed to represent a wide cross-section of current 
British English, both spoken and written”), we discover that (leaving aside 
the idiosyncratically technical contexts, and those conforming to the above 
delimitation of logic) there are many examples of usages of the following 
kind: 

AK6 323 If sport carries on combining with showbiz at the present rate, 
this dingy logic will eventually be hard to resist.  

CEP 3274  Apart from the effect on the playing side, Strudwick sees an-
other benefit with his typically straightforward brand of Aussie logic. 

CGF 963  And the logic they sought was the logic of sexual difference 
and male superiority. 

CR9 160  If not, the logic of the threats made so far is that bombing must 
follow; threats may have been unwise, but it would be even less wise to 
make them and fail to carry them out.  

CRY 647  The particular towns on the list thus had no obvious logic.  

CTY 371  To characterize only recent French thought as ‘the logic of dis-
integration’, as Peter Dews has recently done, masks over the fact that such 
a logic is fundamental to Marxism itself, the unassimilable dark other to its 
‘primacy of the category of totality’.  

ED6 435  Everything is worked out, every detail of orchestration and 
balance, and there always seems to be an inner logic to the composition – 
there isn’t a bar that isn’t absolutely essential.  
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EDA 1188  Why this should have been thought evidence of scurrility was 
known only to Joyce’s peculiar logic.  

FA0 569  That theory’s notion of a world economy is, in its simplest 
form, based on the view that, since the inception of capitalism in Europe, 
every part of the globe is linked together through a world market and, 
thereafter, all that happens obeys the logic of that world market so as to 
generate profits for enterprises in the advanced capitalist countries.  

FP2 473  What is the logic that dictates that the shareholders should be 
entitled to the corporate surplus, instead for instance of the employees or 
management, with the entitlement of the shareholders reduced to a fixed 
return on capital?  

G0D 120  Environmentalism in its first phase had advanced its hegem-
ony through a grandiose moral and scientific logic.  

G12 945  It was strange; everything he had done on the programme had 
seemed at the time to be imbued with an exact sense of logic and purpos-
iveness, but now that he looked back on it, all the logical connections had 
disappeared, like secret writing when the special lamp is taken away. 

G13 739  I stole a look at Conchis as he gazed up at the picture; he had, 
by no other logic than that of cultural snobbery, gained a whole new di-
mension of respectability for me, and I began to feel much less sure of his 
eccentricity and his phoniness, of my own superiority in the matter of what 
life was really about. 

 Such quotations suggest that the term “logic” is actually used in multifari-
ous ways. It would seem that one of the most frequent uses of the term is as 
denoting “the bulk of organizing principles behind an institution, an activity or 
a domain”, or “a set of reasons for a standpoint”, or perhaps “a way of con-
ceiving of a matter”. This usage would entail that different things may indeed 
have different logics, and in fact it sometimes seems that it is precisely what is 
called a “logic” that captures the peculiar “essence” of a thing. 
 Of course, if we concentrate on logic as a doctrine, as that which is taught 
in schools and universities, the variability of understandings narrows down 
significantly. But does this narrowing down lead to something consistent? Is 
there a general agreement on what logic is and how it should help us? I am 
afraid not. 
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2. Logic as a tool 

 The following survey was undertaken at the Philosophy Faculty of the Uni-
versity of Hradec Králové (Czech Republic). 286 students took part; of which 
114 had taken a course in elementary logic; none of them had studied logic at 
an advanced level. The participants were asked to express their personal opin-
ions, uncontaminated by what they might think would be “correct” in any other 
sense. 

Logic is primarily interested in: 

 

Logic should primarily help us: 

 

thought [218]
76%

language [35]
12%

world [17]
6%

other [16]
6%

thought [218]

language [35]

world [17]

[other] [16]

thought [192]
67%

language [41]
15%

world [40]
14%

other [12]
4%

better think (reason)
[192]

better use language
(better express oneself
and argue) [41]

better understand the
world around us [40]

[other] [12]
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Do you think that logic really helps us in this way? 

 

The laws of logic are, according to their nature, most similar to: 

 

Which of the disciplines below is closest to logic? 

 

maybe [156]
55%

not really [28]
10%

certainly [101]
35%

maybe [156]

not really [28]

certainly [101]

thought [192]
46%

language [41]
20%

world [40]
31%

other [10]
3%

laws of nature (like the law
of gravitation) [127]

rules of a human society (like
the rules of traffic) [55]

rules instructing us how to
achieve an end (like the rules
for preparing mortar) [86]
[other] [10]

mathematics [184]
63%

philosophy [72]
25%

psychology [21]
7%

other [16]
5% mathematics [184]

philosophy [72]

psychology [21]

[other] [8]
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 In some respects, these results are unsurprising. The first two questions 
document that the prevailing notion of logic is very traditional: according to 
this, logic is some kind of a theory of correct thinking, or correct reasoning. 
But the results for the fourth question are more interesting: the majority of stu-
dents are convinced that the laws of logic are best compared with the laws of 
nature, and hence perhaps they are those laws of nature which govern how we 
think; or they are those which get reflected by our minds in some peculiar way. 
Now the results of the fifth question indicate that the great majority of students 
assume that logic falls into the province of mathematics. Taken together, this 
seems to indicate that it is mathematics that is competent to study those natural 
laws that govern human thought – and this is a result which would call for 
some elucidation (for though to elucidate reasoning, as well as almost any other 
phenomenon, we may conceivably make use of mathematics, it is not quite 
clear how mathematics alone could be its theory). 
 In general, it seems that the most popular understanding of logic is its con-
strual as the science (art?) of correct reasoning. This much seems to be clear 
and this, it would seem, is what was directly imprinted into the answers to the 
first two questions. What is no longer so clear is what the sense of “correct” is 
in the “correct reasoning”. Does it amount to simply “successful” or “effec-
tive”? The majority of respondents appear to deny this – they probably feel that 
there must be some more substantial notion of correctness, something more 
akin to the correctness expressed by natural laws. 
 Now it would seem that if logic is to teach us to reason correctly, then we 
can also reason incorrectly – indeed logical training should make us abandon 
any possible habits of incorrect reasoning in favor of reasoning following the 
canons of logic. Hence, in what sense could it be that the laws of logic, that 
spell out the ways how we should reason correctly, are akin to natural laws, 
which specify how things happen inevitably? 
 Moreover, what is the nature of the close connection between logic and 
mathematics? True, many kinds of science use mathematical tools to build var-
ious models of their domains, compute their parameters etc.; but the relation-
ship between logic (especially modern logic) and mathematics appears to have 
become more intimate. But if the task of logic is to instruct us which mental 
processes open to us warrant our engagement, why is it more intimately con-
nected with mathematics than with psychology, the discipline devoted to stud-
ying mental processes?  
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      3. Logic and mathematics 

 In the late nineteenth and early twentieth centuries, Aristotelian logic, 
which had been the paradigm of logic for more than two millennia, was super-
seded by a wholly new paradigm: a paradigm that was created by thinkers such 
as George Boole, Gottlob Frege, Giuseppe Peano and Bertrand Russell (see 
Grattan-Guiness 2000; or Haaparanta 2009), and which soon led logic into the 
embrace of mathematics. The idea was that just as physics was able to move 
to a wholly new level once it was learned how to formulate its problems so that 
they were amenable to mathematical treatments, so logic might expect a simi-
lar acceleration by opening itself to mathematics. However, although the math-
ematical logic of the twentieth century undoubtedly supplied logicians with  
a huge number of problems of kinds never dreamed of by previous generations 
of logicians, the relevance of these problems for logic, in the original sense of 
the word, is debatable.  
 Take, by way of comparison, modern physics. Here, too, we can encounter 
lots of highly complicated mathematics. But here the mathematics is never an 
end in itself – the results of any computations must be “translated” into the 
language of physics and tell us something about the physical world. If the role 
of mathematics in logic is to be similar, then the results reached in the books 
on mathematical logic also require “translating” so that they tell us something 
about the correctness of our reasoning.1 
 There is an explanation for this lack of the final “translation” of the math-
ematical results of logic into a theory of human reasoning: the investigations 
have changed their nature and become pure mathematics. This may happen 
in any field of theory – trying to build mathematical models leads us to new 
mathematics, which, apart from throwing light on the original domain, may 
become interesting in its own right, and some theoreticians begin pursuing it 
not for the sake of modeling the original problem, but simply for the sake of 

                                                           
1  To avoid misunderstanding, of course that any mathematical theory can be seen as 
telling us how to use the concepts it is based on – and especially how to reason with 
them. It must be based on definitions of the concepts and the definitions can be seen as 
instructions for use. But this is the usage of specific concepts on which the theory is 
based – not of reasoning in general, which is supposed to be the subject matter of logic. 
If the point of the new concepts is to help us reason better, or at least to better understand 
how we reason, then if the result is just to master the new concepts, it is radically un-
satisfactory. 
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investigating the new mathematical structures. (And, indeed, a lot of the 
mathematics inspired by physics has become the ultimate subject matter of 
purely mathematical studies; but who would consider this as replacing phys-
ics?) 
 There is no doubt that much of what is now being done under the heading 
of “logic”, and especially “mathematical logic” (cf. Barwise 1977; Crossley 
2011), is a branch of mathematics, with no intention of analyzing, elucidating 
or improving how we actually reason. And doing mathematics is, of course,  
a respectable business. The only problem is that there is still a need for theories 
holding to the traditional agenda of logic. 
 Not all of contemporary logic declares itself as mathematical. Some pro-
tagonists of logical investigations are keen to distance themselves from 
wholly embedding logic into mathematics; they want to do “non-mathemat-
ical” logic (which does not, of course, preclude them from using some math-
ematics as a tool!). The term “philosophical logic” is occasionally used to 
distinguish their kind of logic from the mathematical one. The problem, how-
ever, is that the term “philosophical logic” is so ambiguous that it is not very 
useful.  
 In some cases, the adjective “philosophical” is to be taken at face value, in 
that the term “philosophical logic” is employed to refer to “philosophy of 
logic” (see Haack 1978; Grayling 1998) or “philosophy done with the help of 
logic” (cf. Goble 2001; Jacquette 2002). In other contexts, it has acquired  
a rather technical sense, in which “philosophical logic” refers to investigations 
(including purely mathematical) of systems of the so-called “non-classical 
logic” (cf. Burgess 2009). And it is only in the remaining cases that it is used 
simply to mark the logic that is referred to as not a pure mathematics, but rather 
working towards the traditional aims of logic. 
 The fact that logicians do not seem to be univocally interested in the agenda 
of correct reasoning and argumentation has also invoked a large movement of 
those who want to take up this task straightforwardly at face value. The so-
called “theories of argumentation” (van Eemeren & Grootendorst 2003; Wal-
ton et al. 2008), “informal logics” (Walton 1989; Copi & Burgess-Jackson 
1996) or “critical thinking” (Paul & Elder 2002; Bowell & Kemp 2002) are 
usually very practical enterprises on the boundary between logic and a kind of 
“technology” of reasoning and argumentation, which does not distinguish be-
tween the domain that has been traditionally assigned to logic, and other do-
mains traditionally covered by rhetoric etc. 
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4. Logical laws 

 As asking about the nature of logic is mostly asking about the nature of 
logical laws, it is good to clarify what exactly is meant by these. One of the 
most traditional claims that has come to be called logical law is the principle 
of non-contradiction, stating that no a can be both P and not-P, or, more gen-
erally, that nothing can both hold and not hold at the same time. Using the 
symbolism of modern logic, we can record it as 

 (NC) ¬(A ∧ ¬A). 

The complementary law stating that anything must either hold or not hold, the 
so-called law of excluded middle (which is accepted by far not as univocally 
as (NC)), is then 

 (EM) A ∨ ¬A.2 

 Aside of laws of this kind, there are laws which do not have a form of  
a statement, but rather of an inference, a transition from statements (premises) 
to statements (conclusion). A typical example is modus ponens, the inference 
from if A, then B and A to B, symbolically  

 (MP) A  A → B 
   ——————— 
   B 

We can consider other laws of this kind, such as 

 (∧I) A     B 
   ————— 
      A ∧ B 

 

                                                           
2  It is a peculiar fact that within classical propositional logic, the two laws formulated 
in this way turn out to be equivalent. (Indeed, as ¬(A ∧ B) ↔ (¬A ∨ ¬B), ¬(A ∧ ¬A) is 
equivalent with ¬A ∨ ¬¬A, and as ¬¬A ↔ A, this is further equivalent with ¬A ∨ A.) But 
this should not be construed as the proof that the two laws say the same, but rather as  
a demonstration of the restricted expressive power of this logical system. 
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or 

 (∨I)    A 
   ——— 
    A ∨ B 

 All these laws contain logical constants: ¬, ∧, →, … (or, perhaps, in their 
informal articulation, “logical” words of natural language, such as not, and, if-
then, …). So the elucidation of the nature of logical laws clearly involves an 
elucidation of the nature of these constants. 
 There are several ways to view logical constants. One possibility is to con-
sider them as primarily elements of the “furniture of the universe”, as potential 
constituents of facts making up our world. (Our signs then being their – better 
or worse – representations; the natural language words being not very faithful, 
whereas the signs of our formal languages being much better.) The statement 
of the form “A → B”, for example, can be seen as expressing a worldly fact, 
perhaps concerning some kind of (causal?) dependence of B on A. If we view 
logical constants in this way, the laws of logic will be something akin to natural 
laws. 
 Another possibility is to consider logical constants as primarily constituents 
of thoughts. (Then again, our signs are their representations.) Given this, logi-
cal laws are some kind of laws of thought (perhaps directives how to think so 
as to arrive at the truth?) On this construal, “A → B” expresses a specific kind 
of thought. 
 Then there is the possibility to locate logical constants in our language, the 
“logical words” of natural languages being their tentative versions, while those 
of the artificial languages the versions that has been regimented and stabilized 
(see Peregrin & Svoboda forthcoming). Given this construal, logical constants 
are not entities represented by these signs; rather they are these very signs 
(perhaps the regimented kind). However, the fact that logical constants do not 
represent anything should not be read as saying that they are meaningless – 
they have meanings in that they have certain uses within our language games, 
especially they have certain roles with respect to the inferential rules governing 
the sentences containing the constants. Construed thus, “A → B” is an element 
of an artificial language, characterized by its inferential role (e.g. that we can 
infer from A → B and A to B). 
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5. Logic and the world 

 Let us now turn our attention to the viability of various notions of logic 
based on the various understanding of logical constants sketched above. We 
will try to indicate that the prima facie most plausible construals of the nature 
of logic are in fact not viable and that the question of what exactly modern 
logic is useful for is not quite easy to answer. 
 Let us start from the relationship between the laws of logic and the laws of 
nature. Could the former be akin to the latter, as the survey showed they are 
often taken to be? (Adherents of this view can appeal to the patronage of no 
lesser person than a key founding father of modern logic, Bertrand Russell, 
who in Russell (1919, 169-170) famously claimed that logic “is concerned with 
the real world just as truly as zoology, though with its more abstract and gen-
eral features”.) Natural laws deal with a certain kind of necessity or impossi-
bility (which is clearly the other side of necessity): they tell us, we can say, 
that some things that might appear to be possible are in fact impossible. So let 
us consider the concept of impossibility. 
 It is, for example, impossible for me to speak Portuguese right now, because 
I have not learned the language. This is an impossibility stemming from the con-
tingencies of my life; should it have run slightly otherwise, it might have been 
that I would have learned Portuguese. Then there are impossibilities that appear 
to be somewhat more categorical. I cannot, for example, fly like a bird. This has 
nothing to do with the course of my life, it is a necessity which we can call phys-
iological. My organism is simply not made to make this possible. But then there 
is an even more categorical kind of impossibility: I cannot move faster than light. 
This has nothing to do with my particular physiology, it is a rather of the physical 
law discovered by Einstein. We can call it physical necessity. 
 Now logic might perhaps be seen as dealing with an even more categorical 
kind of necessity: logical necessity. I cannot, for example, run and at the same 
time not run. This might be said to be excluded by (NC). However, what is it 
that this law excludes? The previous kinds of necessity tell me that I cannot do 
something that I could have imagined I would be able to do. In principle,  
I could imagine experiments in which I tried to check whether I really cannot 
do what I am told I cannot. But what would it be to run and not to run? How 
could I try to do so to check whether it is really impossible?  
 Maybe, then, the necessity logic spells out is a matter of conception or im-
agination. I cannot imagine myself running and at the same time not running. 
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But here we must be careful. I clearly can imagine myself running and also  
I can imagine myself not running, and perhaps I can do this at the same time 
(e.g. superimposing two pictures before the mind’s eye). Hence, what I cannot 
do is not imagine that I-am-running and, and at the same time, imagine that  
I-am-not-running, but rather imagine that I-am-running-and-at-the-same-
time-not-running. But again, what is it that I cannot imagine? What is it to-be-
running-and-not-running?  
 I can say that I cannot imagine myself himbajsing. Indeed, I cannot, for  
I simply do not know what it is. But surely this is just a dull fact, pointing out 
no limitations of my imagination. And the fact that I cannot imagine myself 
running-and-not-running does not seem to be significantly different in this re-
spect: again, I cannot imagine something simply because I do not know what 
it is (the difference being only that while himbajsing is utterly nonsensical, 
running-and-not-running is composed of meaningful parts, though in a way 
which makes the whole meaningless).3 
 Hence, perhaps it is not imagination, but rather belief the boundaries of 
which are drawn out by logic? Can I believe that I am running-and-not-run-
ning? Again, it seems that I can believe that I am running and at the same time 
believe that I am not running – this would, to be sure, not be a very frequent 
situation, but people are known to be able to harbor contradictory beliefs, so 
though improbable, it may seem not utterly impossible. Now, what about the 
belief that I am running-and-not-running? Again the same situation as before: 
I cannot believe something that does not make sense.  
 The upshot seems to be that, unlike the laws of nature, laws of logic cannot 
be straightforwardly and transparently derived from the world. To say that they 
are akin to the laws of nature brings about many more questions than it can 
answer. 

                                                           
3  This was pointed out already by Wittgenstein (1922), who took logical necessities 
and impossibilities as pathologic by-products of logical vocabulary, which otherwise 
helps enhance the representational capacities of our language. See also Coffa (1991, 
chap. 8). In his later writings, Wittgenstein was even more explicit about this. Note, for 
example, what Wittgenstein (1956, I.§132) has to say about the law of identity: “Frege 
calls it ‘a law about what men take for true’ that ‘It is impossible for human beings … 
to recognize an object as different from itself’. – When I think of this as impossible for 
me, then I think of trying to do it. So I look at my lamp and say: ‘This lamp is different 
from itself’. (But nothing stirs.) It is not that I see it is false, I can’t do anything with it 
at all.” 
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6. Logic and acquiring true beliefs 

 Hence the notion that the laws of logic are kind of natural laws (perhaps 
the most general one?), that the laws tell us what is impossible despite being 
seemingly possible (be it in the world or in our thought) does not seem to stand 
up to scrutiny. We must, it seems, discard the notion that the laws of logic are 
of the kind of natural laws, despite its popularity. And as the view that logical 
laws are akin to social norms is neither appealing, nor popular, the outcome 
appears to be that we should accept that the laws of logic are best viewed as 
instrumental rules, telling us how we should reason in an efficient way. 
 This may seem to be a welcome happy-end: we have already seen that this 
view of logic, viz. the view of logic as a theory of correct reasoning, is almost 
generally accepted and insofar as the view of laws of logic as natural laws is 
not compatible with it, then the popularity of this latter view must be a matter 
of some delusion, and we should be happy to relinquish it. However, to see this 
as a happy-end would be premature. The notion of logic as a theory of reason-
ing, as the pursuit of reasoning correct in an instrumental sense, raises some 
very awkward questions. 
 First, if the kind of correctness involved here is to be instrumental correct-
ness, then it must be derived from a goal at which the whole enterprise of rea-
soning is aiming – indeed the instrumental “correct” is nothing other than “ef-
fectively helping us achieve a goal”. Hence, according to this view, logic tells 
us how to reason to reach a goal. But what is the goal? 
 Answering this question may not be as easy as it might look at first sight. 
What comes to mind immediately is something like acquiring true beliefs. But 
does this mean that logic is to help us acquire only beliefs that are true, or rather 
that it helps us acquire as many true beliefs as possible? Neither response holds 
water. If the task of logic were to prevent us from acquiring beliefs that are not 
true, then it could accomplish it simply by instructing us to acquire no beliefs 
at all; whereas if the task were acquiring as many true beliefs as possible, then 
it could well instruct us to acquire an arbitrary trivial true belief, conjoin it with 
itself and continue further conjunctions with the original belief ad infinitum.  
 In reality it would seem that what we need is some reasonable collection 
of relevant true beliefs. We certainly do not need all true beliefs, and we prob-
ably should not despair about acquiring some exceptional non-true beliefs. 
What is the precise sense of the “reasonable” and “relevant” in the “reasonable 
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collection of relevant true beliefs”? Well, it seems to be highly context-de-
pendent – what is useful to know may differ quite radically from one context 
to another. Anyway, to find out what is thus useful is a vital part of our art of 
steering clear of the perils of our world; and logic does not seem to offer us 
any clear instructions how to do this. 
 All of this is not to say that construing logic as a theory of correct reasoning 
is utterly misguided, but it does indicate that if we propose this construal, it is 
very blurry what exactly it is we are proposing. It is obvious that in some cases 
logic may help us acquire new and useful beliefs; but much of the reasoning 
we perform is either stimulated or influenced by factors which are beyond the 
boundaries of logic; and, conversely, a lot of the reasoning logic sanctions as 
correct is of no use for us.  
 It is of no help to claim that logic equips us with a useful tool, and the 
question of what we do with the tool, whether we are able to achieve something 
valuable with its help, is not its business. The point is that we cannot say that 
a tool is useful until we know what useful end it can serve as a means. Hence 
again, the question is a tool for what? And if the answer is as simple as for 
acquiring new true beliefs, then it does not seem quite satisfactory.  

7. Logic as sanctioning selected inferences 

 Given this, we may try to reduce the role of logic to an acceptable mini-
mum. Perhaps logic does not tell us how to acquire the reasonable collection 
of relevant true beliefs we need to cope with the world successfully; perhaps it 
only helps us with some partial aspect of this process. Perhaps the only thing 
that logic is able to do is to tell us that certain ways of going from beliefs al-
ready had to a belief to be acquired are impeccable in the sense that if the for-
mer beliefs are true, then the latter is true too. 
 In comparison to the role of logic considered in the previous section, this 
role is truly minimalistic. Logic tells us nothing about which beliefs to acquire 
or how to acquire them; it only tells us that if we choose certain ways of ac-
quiring them, we will not fail. (But perhaps there are ways of acquiring beliefs 
that are better than those sanctioned by logic, perhaps ways that are not quite 
impeccable, but much more effective?) 
 It may seem that though assigning this task to logic may look, to many, as 
its denigration, at least this is what logic really does. But I am afraid that even 
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this is not as straightforward as it might prima facie seem. For consider the 
inferences we usually find in logical textbooks. Take, for example, such laws 
as (∧I) or (∨I) above, i.e. the rule that A ∧ B is inferable form A and B; or that 
A ∨ B is inferable form A. What is the use of such inferences? Do we ever, when 
we reason, consider them so that we could use the fact that logic tell us that we 
can use them safely? 
 The answer is not quite clear. At least prima facie, if we have the beliefs  
A and B, we do not need the extra belief that A ∧ B. If I have the belief that it 
rains and that it is dark, why would I need the extra belief that It rains and it 
is dark? I know that when I get out it may be useful to take an umbrella and  
a flashlight already on the basis of the former beliefs, I do not need the latter. 
More generally, whatever I can infer from the latter one I can infer already 
from the former. 
 The situation is even more problematic in case of the inference from A to 
A ∨ B. Here I not only do not gain anything, but I do loose something. It is hard 
to imagine that it would ever be useful to make such a step in reasoning. Well, 
of course we cannot see through all possible twists and turns our reasoning 
may take and we cannot exclude that even such inference, in combination with 
other ones, might be useful; however, the picture that logical laws are useful 
and impeccable ways of acquiring new true beliefs, in general, does not seem 
to stand to scrutiny. 

8. So what is logic about? 

 The brief discussions presented in the previous sections are not to be taken 
as a substitute for a thorough analysis of the relationship between logic and 
reasoning.4 My point was to indicate that the prima facie plausible view of 
logic as a theory of reasoning, on closer inspection, is by far not as satisfactory 
as it might seem. We surveyed some popular approaches and indicated that 
some ways of understanding the nature and agenda of logic lead us up alleys 
that, if not quite blind, are nevertheless tortuous and shady. It is not clear 

                                                           
4  See, e.g., Harman (1986); Perkins (2002); Milne (2009); Stenning & Van Lam-
balgen (2008); and see Peregrin (2014, especially chap. 10 and 11) for my fuller dis-
cussion of this topic. 
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whether the prima facie most plausible ways are ultimately viable. Now the 
question that may strike us is whether we have a viable way left at all. 
 To indicate that we do, let us consider the third of the possibilities of con-
struing the nature of logical laws. Aside of taking them as akin to laws of nature 
and as seeing them as instrumental rules of efficient reasoning, we can look at 
them as at a kind of social rules. This, to be sure, seems prima facie quite ab-
surd: is the law of contradiction akin to the rules telling me whom to greet, or 
those telling that I should help the poor? Despite this, I believe that even this 
option is worth being investigated. 
 The point is that some of our social rules are constitutive of useful social 
tools and institutions. Certain social rules, for example, constitute the institu-
tion of police, which is, needless to say, immensely helpful when it comes to 
human interaction and its pathological aspects. Other rules constitute, for ex-
ample, loans, which may be an immensely useful tool for everybody short of 
money. Could it not be that the laws of logic constitute something useful in 
this way? And I think that we might consider a positive answer to this question: 
namely that logic constructs and provides us with certain “cognitive tools”, 
which open up for us new modes of thinking. We usually do not register this, 
for as a species we have become too accustomed to these new modes. 
 What does the rule that we can reason from A to A ∨ B actually tell us? How 
to effectively manage our systems of beliefs in that we should extend it by 
A ∨ B whenever it contains A? We have already noted that except perhaps in 
some extenuating circumstances, we never reason to a disjunction from its dis-
junct. (Why adopt a belief that is a mere dilution of what we already know?) 
So what is the use of this rule? The answer I propose as worth considering is 
that the rule is not an instruction how to reason or how to manage our system 
of beliefs, but rather a rule constitutive of a tool by means of which we reason 
– in this case, disjunction. It allows us to say things and think thoughts of  
a usefully unspecific nature. (“Either we mend this, or we are doomed.”)  
 The most instructive case is that of implication, a tool which represents an 
entering wedge into the hypothetical ways of argumentation and reasoning, 
and which, needless to say, offers a formidable upgrade to our thinking powers. 
Conditional statements, formed with the help of implication, allow us to say 
not only what is the case, but what is the case if something else is the case, 
which paves the way to counterfactuals (although the classical, material impli-
cation is not strictly speaking a counterfactual, there is a close connection to 
genuine counterfactuals).  
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 In this case, we must keep in mind that on this construal, logical constants, 
and consequently logical laws, are not any entities beyond the words of natural 
language or the sign of an artificial ones – they are directly the linguistic items 
(understood as governed by certain laws). And it is vital to see that this con-
ception of logic differs from the conception discussed in previous sections 
more fundamentally than it might prima facie seem. This point can be illus-
trated by comparing logic with chess. With respect to chess, we can consider 
two kinds of rules: the “constitutive” ones that delimit the moves that are legal, 
and the “strategic” ones that indicate moves that are good in the sense of being 
likely to lead to victory. The latter, strategic rules presuppose that we already 
have the chess pieces (that are, as such, constituted by the constitutive rules) 
and we are consequently in a position to put them to an effective use. Now, the 
notion of logic as the science of reasoning discussed in previous sections, took 
the laws of logic as the strategic kind of rules, hence it presupposed that we 
already had the logical concepts and it was telling us how to make an efficient 
use of them. By contrast, the notion considered at in this section takes the laws 
of logic as constitutive, rather than tactical rules: they produce the basic logical 
tools that open up new spaces for our argumentation and reasoning, without 
“strategic” advice about how to steer through them. 
 But are ways of thinking “social tools” or “institutions”? Are they not  
a matter of individual psychologies? Part and parcel of this way of looking at 
logic is the conviction that they are not; that they are imprints of social prac-
tices – that the kinds of tools exemplified by that logical constants are forged 
in social mold. This might seem strange, but the view that human covert rea-
soning is based on inter-human overt argumentation (rather than vice versa) 
can be backed by arguments of both philosophers and social scientists.5 
 I think that if we accept this, we could embrace the notion of logic as  
a theory of reasoning only on a very specific reading. According to this view, 
logic does not tell us how to reason in the sense of instructing us how to weave 
our webs of our beliefs effectively. It makes explicit the constitution of the 

                                                           
5  As for the philosophical arguments, I think that the clearest ones were formulated 
by Davidson (1991), who argues that that the very fact of propositional thought (includ-
ing reasoning) presupposes communication. See also Dutilh Novaes (2015); and for  
a more empirically grounded account see, e.g., Mercier & Sperber (2011). For a more 
detailed exposition see Peregrin (2014, chap. 11). 
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most powerful, and most general, cognitive tools we have – disjunction, impli-
cation, negation etc. – and in this way it makes for the very possibility of hav-
ing beliefs and weaving their web. In one sense this is not very much – we need 
a lot of additional rules or experiences to put these tools to effective use. In 
another sense, it is quite a lot – without these basic tools, there would be no 
space within which such instructions would help us steer (see Peregrin 2014, 
chap. 10 for a further elaboration). 

9. Conclusion 

 Modern logic is in a paradoxical situation. On the one hand, it has inherited 
at least part of the prestige logic has always enjoyed, and, moreover, it has 
introduced logical investigations into unprecedented mathematical intricacies; 
on the other hand, it has become unclear what exactly it thereby brings us and 
how exactly it is useful to us. This situation can only be overcome by in-depth 
analyses of the nature of logic and its achievements. We can no longer make 
do with received wisdoms such as “logic tells us how to reason”, not because 
these are completely false, but because they are misleading and often engender 
a mere illusion of explanation. We must clarify which results of modern logic 
are to be seen as part of mathematics and which bring us something more – 
and what exactly this “something more” is. 
 In this paper, I have proposed that the most adequate way of viewing logical 
laws, and consequently logic, is to view them not as strategic rules telling us 
how to manage our beliefs effectively, but rather as certain constitutive rules, 
rules that open up, for us, certain modes of reasoning by constituting the “cog-
nitive tools” on which these modes rest. I have argued that to think otherwise 
is akin to mistaking the rules constitutive of chess, rules telling us which moves 
are allowed for which piece, for strategic rules advising us how to play so as 
to win. 
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ABSTRACT: The subject of this paper is the notion of similarity between the actual 
and impossible worlds. Many believe that this notion is governed by two rules. Ac-
cording to the first rule, every non-trivial world is more similar to the actual world 
than the trivial world is. The second rule states that every possible world is more 
similar to the actual world than any impossible world is. The aim of this paper is to 
challenge both of these rules. We argue that acceptance of the first rule leads to the 
claim that the rule ex contradictione sequitur quodlibet is invalid in classical logic. 
The second rule does not recognize the fact that objects might be similar to one an-
other due to various features. 

KEYWORDS: Counterfactuals – counterpossibles – impossible worlds – possible worlds 
– trivial world.  

1. Introduction  

 It is significant that we make some inferences which are based on what is 
impossible. Consider the following examples:  

 (1)  If Hobbes had squared the circle, then mathematicians would be im-
pressed.  

 (2)  If Hobbes had squared the circle, then mathematicians would not be 
impressed.  
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 (3)  If it were the case that 2 + 2 = 5, then it would not be the case that 
2 + 3 = 5. 

 (4)  If it were the case that 2 + 2 = 5, then it would be the case that 
2 + 3 = 5.  

 Common intuition and practice show that we tend to take (1) and (3) to be 
true and (2) and (4) to be false. Since all of these claims are in the form of 
conditionals, it is reasonable to expect that their truth or fallacy can be ex-
plained in terms of theories of counterfactuals. Unfortunately, according to the 
well-known analysis of worlds semantics, all of them are taken to be vacuously 
true.  
 Because of this, many contemporary philosophers of modality have been 
arguing that a standard analysis of counterfactuals in the framework of possible 
worlds semantics is insufficient when it comes to counterpossibles, i.e., coun-
terfactuals with impossible antecedents.1 As an alternative to the traditional 
approach, they have proposed an extended account that is based on worlds se-
mantics which commits to possible as well as impossible worlds. One of the 
main aims of this extension was to satisfy the need for an explanation of rea-
soning about what is taken to be impossible (see Yagisawa 1988; Mares 1997; 
Nolan 1997; Restall 1997; Vander Laan 1997; 2004). Introducing impossible 
worlds raises many philosophical questions, and even though one can find var-
ious analyses of the logical structure and ontological status of impossible 
worlds and their application, few of these analyses discuss the important notion 
of similarity between worlds.2 The importance of this notion lies in its role, 
which is to determine whether a given counterfactual (with a possible or im-
possible antecedent) is true or false.  
 Although “the discussion developed so far should show that the issue of the 
structure, closeness and ordering of impossible worlds is quite open” (Berto 
2013), there are two claims which are in some sense the core of the standard 
understanding of the notion of similarity. The first one is commonly shared 
among the advocates of impossible worlds; the second one raises some doubts. 
According to the first claim, the trivial world, i.e., the world where everything 

                                                           
1  As ‘standard analysis’ we mean theories delivered by Robert Stalnaker (see Stal-
naker 1968) and David Lewis (see Lewis 1973).  
2  For a comprehensive analysis of the ontological status of impossible worlds, see 
Berto (2013), Nolan (2013).  
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is the case, is the most dissimilar to the actual world (@). In other words, every 
non-trivial world (possible or impossible) is closer (more similar) to the actual 
world than the trivial world is. We will call this claim the Dissimilarity of the 
Trivial World (DTW). The second assumption about similarity and impossible 
worlds is the Strangeness of Impossible Condition (SIC), according to which 
every possible world is closer to the actual world than any impossible world 
is. Both of these claims were formulated by Daniel Nolan (see Nolan 1997). 
Though prima facie both are compelling, we will show the reasons for believ-
ing that a proper analysis of counterfactuals requires that they be rejected.  
 The result of our investigation should be as general as possible, and because 
of this we will not discuss any particular account of the metaphysics of an im-
possible world. The reason for this is that the notion of similarity, which is our 
main concern, is taken to be a part of semantics, and not of metaphysics of 
impossible worlds. Moreover, DTW and SIC have their advocates among phi-
losophers who take impossible worlds to be concrete, spatiotemporal objects 
(cf. Yagisawa 1988), as well as among those who believe that impossible 
worlds are abstract entities (cf. Nolan 1997). As such, our investigations are in 
an important respect independent of what the metaphysical nature of impossi-
ble worlds is. Nevertheless, we will base our analysis on two heuristic assump-
tions. According to the first one, the actual world is ruled by classical logic. 
The second assumption is that postulating impossible worlds should not lead 
to changes in the logic of the actual world.3 These assumptions will help us 
point to the main concern about DTW. Even though the acceptance of DTW 
has particular consequences for advocates of the two above-mentioned as-
sumptions, we shall see that philosophers who believe that the actual world is 
ruled by one of the non-classical logics are in no better position.  

2. Counterpossibles  

 Counterpossibles can be represented as sentences of the form: “If it were 
the case that A, then it would be the case that C” (A > C), in which it is stated 
that the truth of an impossible antecedent (A) leads to a given consequent (C). 
Examples were already provided at the very beginning of the text:  

                                                           
3  This view is shared by Daniel Nolan (see Nolan 1997) and David Vander Laan (see 
Vander Laan 1997), among others. 
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 (1)  If Hobbes had squared the circle, then mathematicians would be im-
pressed.  

 (2)  If Hobbes had squared the circle, then mathematicians would not be 
impressed.  

 (3)  If it were the case that 2 + 2 = 5, then it would not be the case that 
2 + 3 = 5.  

 (4)  If it were the case that 2 + 2 = 5, then it would be the case that 
2 + 3 = 5.  

 Each of the above counterfactuals contains impossible (necessarily false) 
antecedents. This means that there are no possible worlds in which these an-
tecedents are true. After all, it is impossible to square the circle, and it is 
impossible that 2 + 2 = 5. According to the standard analysis of counterfactu-
als:  

 (CF) “A > C” is true in @ iff either (a) there is no world where A is true 
or (b) every world w where A and C are true is more similar to the 
actual world than any world w’, where A is true but C is false. 

In virtue of CF, sentences (1)-(4) are true since all of them satisfy condition 
(a). On the contrary, we would rather like to consider only some of them to be 
true and others to be false; for that reason, a more sensitive analysis of their 
truth is required.  
 To solve this problem, many philosophers have argued that one needs to 
invoke impossible worlds, i.e., worlds where what is impossible is true. They 
claim that just as for every possibility there is a possible world which repre-
sents it, then for every impossibility there is an impossible world which repre-
sents what is impossible from the actual world’s point of view (e.g., Yagisawa 
1988). As a consequence, the advocates of impossible worlds postulate worlds 
where, for example, a round square exists, 10 is a prime number, 2 + 2 = 5, it is 
raining and not raining at the same time, etc. 
 To avoid the trivial consequences of postulating worlds where necessarily 
false claims are true, one should assume that impossible worlds are elements 
of other logical spaces than the space of possible worlds. It is worth noting that 
because of this, modal terms should be taken as indexical with respect to given 
logical spaces: What is impossible in our logical space (i.e., in all worlds 
which are ruled by classical logic) is possible in some other logical spaces 
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(e.g., paraconsistent spaces). In this sense, every impossibility is true in some 
world, but that world has to be outside the set of possible worlds. 
 Of course, there is no “equality” between different impossible worlds. 
Some of them are closer (more similar) to the actual world than others. As we 
have already mentioned, there are issues that pertain to determining how to 
measure similarity between worlds. This was not easy in the case of standard 
analysis, and now, when one introduces a plenitude of impossible worlds, it is 
even more puzzling. Nevertheless, it seems that we can point to a claim which 
at least tells us what the most dissimilar world is:  

First, it is intuitive to claim that some impossible worlds are more similar 
to the actual world @ than others. For instance, the explosion world (call it 
e) at which everything is the case, that is, at which every sentence is true, 
seems to be as far from @ as one can imagine, provided one can actually 
imagine or conceive such an extremely absurd situation. Now, pick the im-
possible world, t, at which everything is as in @, except that I wear an im-
possible t-shirt which is white all over and black all over. Intuitively, t is 
closer to @ than e. (Berto 2013)4  

 Regardless of the detailed account of the similarity, the existence of a plen-
itude of possible as well as impossible worlds and their sets allows us to avoid 
the vacuous truth of counterfactuals with necessarily false antecedents. Thanks 
to these, one can easily extend the standard analysis by claiming that since 
every impossibility is true in some of impossible worlds, we can add these 
kinds of worlds to the original analysis:  

 (CF*) “A > C” is true in @ iff every (possible or impossible) world w where 
A and C are true is more similar to the actual world than any world 
w’ where A is true but C is false.  

 This extension should keep the analysis of counterfactuals from being in-
sensitive to the problem of counterpossibles. Sentence (1) is considered to be 
true because there is an impossible world in which the antecedent and the con-
sequent of this counterfactual are both true, and this world is more similar to 
the actual world than any world where the antecedent and consequent of (2) 

                                                           
4  See also Nolan (1997). 
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are true.5 Thanks to this, one can present non-vacuously true reasoning that is 
based on necessarily false claims.  

3. The trivial world  

 The above extension works well for most examples of counterpossibles, 
but it seems that when it comes to the trivial world, troubles arise. Although it 
might be bizarre enough, postulating the existence of this world is the simple 
consequence of the claim that for every impossibility there is a world where 
it is true. If we agree that it is impossible that everything is true, then there 
is an impossible world where everything is true – the trivial world. Since we 
assumed that the actual world is ruled by classical logic, when considering 
the trivial world, it is worth assembling it with one of the fundamental rules 
of this logic, i.e., the so-called Rule of Explosion, also known as ex contra-
dictione sequitur quodlibet (ECQ). It is usually expressed as an implication 
[A ∧ ¬A] → B and states that from contradiction everything follows. The reason 
we mention it here is that there is only one world where B as mentioned above 
is true, and this is the trivial world.  
 Analysis of the relationship between implication and counterfactuals has  
a rich history in the philosophical literature (cf. Bennett 2003, 20-44), but be-
sides the many differences in the various approaches to this issue, lately one 
claim seems to be commonly accepted. It can be expressed as A → B⊢A > B, 
and it states that “any logical truth of the form A → B gives rise to the true 
conditional A > B” (Priest 2009, 331).6 This connection between implication 
and conditionals allows us to consider the following sentences:  

 (5)  If there were a true contradiction, then everything would be the case.  
 (6)  If there were a true contradiction, then (still) not everything would 

be the case.  

 Let us assume that the antecedent and consequent of (5) are true in w1, 
while those of (6) are true in w2. From classical logic’s (i.e., the actual world’s) 

                                                           
5  Similarly in the case of (3) and (4). 
6  See also Gibbard (1981); and Kratzer (2012, 87-9). It should be stressed that this 
does not mean that any true conditional results in a true implication.  
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point of view, the antecedents of both of these counterfactuals express impos-
sibility, so in order to evaluate their truth we should assume that both w1 and 
w2 are impossible worlds. The important difference between them is that w1 is 
the trivial world, whereas w2 is a non-trivial one. Assuming that the actual 
world is ruled by classical logic, we would rather like to admit the truth of (5) 
than of (6). This is so because the first one is just a counterfactually expressed 
ECQ, and as such it tells us what would be the consequence of a true contra-
diction in the actual world, and in any other world in which classical logic is 
valid. If this is truly so, then (according to CF*) we have to admit that w1 is 
more similar to the actual world than w2. But as was stressed above, one of the 
basic assumptions in the theories of impossible worlds is that the trivial world 
is the most dissimilar from the actual world. If we assume DTW and admit that 
the trivial world (w1) is the most dissimilar to the actual world, then w2 is more 
similar than w1. As a result, (6) becomes a true counterfactual and (5) should 
be taken to be false. If (5) is false, then ECQ is false (invalid) as well. In con-
sequence, the analysis of counterpossibles leads to a rejection of one of the 
fundamental rules of classical logic, which means that classical logic is invalid 
in the actual world.  
 This conclusion might lead to at least two consequences. On the one hand, 
we can claim that since DTW leads to falseness of classical logic in the actual 
world, we should reject DTW. In our opinion this is a correct way of addressing 
the above issue. Nevertheless, what for us is a modus tollens, some philoso-
phers might take to be a modus ponens and argue that it is the case that ECQ 
is false in the actual world. This result is consistent with those theories of im-
possible worlds which are based on paraconsistent logic (see Mares 1997; 
Priest 1997; Restall 1997). Although it is one of the interpretations of the con-
cept of an impossible world, it leads to a controversial conclusion: that true 
contradictions are possible. After all, if the actual world is an element of space 
of paraconsistent logic, and every world of this space is a possible one, then it 
is possible that there are true contradictions. Because of this consequence, 
many theorists of impossible worlds would like to avoid changing the logic of 
the actual world in order to deal with impossibilities.  
 Moreover, the problem is more complicated than deciding what the logic 
of the actual world is. As we will see, the question of validity of DTW is in  
a way independent of the question about the logic of the actual world. One 
may argue that taking (5) to be true undermines the impossible worlds anal-
ysis of counterpossibles in general. After all, this entire framework was 
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meant to show some non-vacuously true reasoning based on what is impos-
sible, and (5) shows us that from contradiction everything follows. In this 
sense, every sentence that is both true and false should imply everything, and 
it seems to contradict the basic motivations of introducing impossible worlds 
in the first place. Now the question is: how can one believe in the truth of (5) 
and at the same time make some non-vacuous inferences based on paracon-
sistent logic?  
 To answer this question, we should notice that there is an important differ-
ence between assuming true contradiction in classical logic, on the one hand, 
and contradictions which are true in one of the worlds in the space of paracon-
sistent logic, on the other. When we are thinking about such a contradiction 
which does not lead to the truth of everything, we are considering the last op-
tion. In this sense, every non-vacuously true counterpossible with a contradic-
tion as an antecedent is (implicitly or explicitly) assigned as true in the world 
of paraconsistent logic. Consider the two examples:  

 (7)  If it were raining and not raining at the same time, then everything 
would be the case.  

 (8)  If it were raining and not raining at the same time, then not every-
thing would be the case.  

 Both of these contain impossible antecedents, and it seems that we can find 
two different contexts in which they have different truth values. If we try to 
analyze them with the assumption that classical logic is valid, then (7) would 
be true and (8) would be false, just as in the case above of (5) and (6). On the 
other hand, if the counterfactuals above were preceded by a claim such as “As-
suming the validity of paraconsistent logic, …” then obviously we would say 
that (8) is true and (7) is false. After all, that is what the advocates of paracon-
sistent logic would like to claim. In other words, one can find a reason to be-
lieve that there is a context in which (7) is true and others where it is false. In 
this sense, just because we take (5) to be true does not mean we treat every 
contradiction in the same way; especially not those which are true in a world 
ruled by paraconsistent logic. 
 In virtue of the above, if one either hesitates to admit the truth of (5) and 
the falseness of (6), or one does believe that a change of the logic of the actual 
world would help to save the validity of DTW, one can easily change examples 
(5) and (6) to: 
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 (5*) If classical logic were valid, and if there were a true contradiction, 
then everything would be the case. 

 (6*) If classical logic were valid, and if there were a true contradiction, 
then (still) not everything would be the case. 

 Similarly as our previous examples, both counterfactuals have an impossi-
ble antecedent. Moreover, (5*) corresponds to the trivial world w1, and (6*) 
corresponds to the non-trivial world w2. What differentiates our examples is 
that the antecedent of (5*) and (6*) is impossible regardless of what the logic 
of the actual world is. After all, no matter what the logic of the actual world is, 
the conjunction “classical logic is valid and there are true contradictions” is 
necessarily false. This shows that the consequence of accepting DTW is not 
merely that ECQ is invalid in the actual world, but rather that ECQ is invalid 
in classical logic in general. After all, (5*) expresses one of the basic views 
held by the advocates of classical logic. Obviously, if one believes that the 
actual world is ruled by classical logic, then this implies that ECQ is not valid 
in the actual world. Nevertheless, the problem that we are trying to point to 
does not affect only classical logicians. As (5*) and (6*) show, this problem is 
in an important aspect irrelevant to what the true logic of the actual world is. 
What is important is that according to classical logic, ECQ is a valid principle 
and that the consequence of DTW contradicts this. 

4. Diagnosis  

 It seems that the problem with ECQ and impossible worlds as presented 
above is based on acceptance of the following assumptions:  

 (i)  For every impossibility there is a world that represents this impos-
sibility.  

 (ii)  The valid implication A → C entails the true counterfactual A > C.  
 (iii) The trivial world is the most dissimilar to the actual world (DTW).  

 Because of this, if one would like to save the validity of ECQ in classical 
logic and give an interesting analysis of counterpossibles, one should reject 
one of the above assumptions. Let us consider the reasons for and the conse-
quences of rejecting each of them.  
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 The first assumption expresses the fundamental claim of the advocates of 
impossible worlds. Of course, it may be controversial, and leads to the “incred-
ulous stare”, mostly because it is difficult to conceptualize a world where eve-
rything is true (w1). It is even more complicated to conceptualize worlds where 
classical logic is true, where contradiction is true and where it is not the case 
that everything is true (w2). After all: what does it even mean to say that clas-
sical logic is true in a world where contradiction is true? The truth of one of 
these claims implies the falseness of the other. In this sense, one could say that 
we are in fact neither talking about classical logic nor about contradiction.  
 This objection seems to be the standard reaction to postulating the worlds 
w1 and w2. Someone might say that it is impossible for there to be a world 
where classical logic is true and where contradiction is true as well. Fair 
enough, but let us remember that we are dealing with impossible worlds, and  
a world where classical logic is true and contradiction is true is one of them. 
Because of this, if one would like to exclude the above-mentioned world from 
the modal universe, then there is no reason not to also exclude worlds where  
a round square exists or where 10 is a prime number.7 It is difficult to find  
a reason for which one should accept the existence of a world where a round 
square exists and at the same time reject the existence of a world where classi-
cal logic is true and contradiction is true as well. Just as our understanding of 
a notion of being round excludes being square, our understanding of the notion 
of contradiction excludes the possibility of classical logic being true. As long 
as we accept that there are worlds where round squares exist or where 10 is  
a prime number, there is no reason to exclude worlds such as w1 and w2 from 
our analysis of impossibilities. After all, they represent impossibilities. 
 A possible justification for rejecting (ii) might be that ECQ is a logical law, 
and as such it remains valid in every possible world regardless of the truth 
value of (5) or (6). In this way the falsehood of (5) (or (5*)) would not result 
in the invalidity of ECQ in classical logic. Nevertheless, it seems that (5) ex-
presses exactly the same claim that is expressed in ECQ, so it is difficult to 
imagine what could be a better way of expressing ECQ in the natural language 
than (5) is. As Graham Priest pointed out: “Conditionals may not express laws 

                                                           
7  Naturally one may take this as a reason for rejecting the view that there are impos-
sible worlds. Although most philosophers do not believe in this kind of objects, the 
problem that we are dealing with is addressed to those who believe in a theoretical value 
of impossible worlds’ analyses. 
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of logic; but which conditional holds may certainly depend on logical laws. 
Thus, [A ∧ B] > A since [A ∧ B] entails A” (Priest 2009, 330). Although the re-
jection of (ii) may allow one to avoid the problem that we have presented 
above, it may be considered to be misleading. The only way of taking ECQ to 
be true in the actual world and (5) to be false (and consequently (6) to be true) 
is if we consider the antecedent to be true in a world of paraconsistent logic. 
But as we have seen above, this is clearly not the trivial world, and what we 
are interested in is a world where classical logic is true, contradiction is true 
and where everything is the case, i.e., the trivial world.  
 It seems thus that what is left is to reject (iii). Among (i)-(iii), it is the least 
supported assumption of the analysis of counterpossibles in terms of impossi-
ble worlds. Compared to (i) and (ii), (iii) looks merely like a pre-theoretical 
intuition that is not so well supported by argument. As we know, some of in-
tuitions are simply deceptive. Therefore, it is worth considering an analysis 
towards such a notion of similarity between worlds which will be consistent 
with rejecting the last assumption. Otherwise, we should conclude not only that 
the actual world is a world where classical logic is false, but also that ECQ is 
invalid in classical logic.  
 Surely one could argue that our investigation shows that, actually, (ii) is 
false. It might be argued that since validity is taken to be the truth in every 
possible world, then, when taking into consideration impossible worlds, (ii) 
has no applications anymore. This might be an interesting way of dealing with 
the problem that we are analyzing here; especially for classical logicians who 
would like to deliver an analysis of non-vacuously true counterpossibles and 
save the validity of ECQ at the same time. This may allow one to keep DTW 
as one of the guides for an interpretation of the notion of similarity. Neverthe-
less, what might be a justification for the rejection of DTW is that its problem-
atic consequence is in some sense independent of what the correct logic of the 
actual world is (as (5*) and (6*) show). As such, if the dismissal of DTW would 
help to avoid it, it is worth considering such an interpretation of similarity 
which does not rely on this assumption.  

5. The Strangeness of Impossibility Condition  

 The second of the rules that we are going to challenge is the Strangeness of 
Impossibility Condition (SIC). According to this condition, “any possible 
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world is more similar (nearer) to the actual world than any impossible world” 
(Nolan 1997, 550). In this sense, a world where there is no woodpecker (which 
is a possible world) is more similar to the actual world than a world where  
a round square exists. Contrary to the claim of the dissimilarity of the trivial 
world, SIC is not very widely accepted, and some philosophers doubt its valid-
ity. We will join them here and argue that SIC should not be taken to be a guide 
for understanding the notion of similarity.  
 Let us start with an analogy. Consider three objects: a ball, a tomato and  
a ladder. If one asks “What is more similar to the ball? A tomato or a ladder?”, 
most of us would probably answer “a tomato”. When asked why, we can say 
that both have the same shape. This will make our answer correct, but only if 
we understood the question as “What is more similar to the ball as far as having 
the same shape?” But if one presents the question in a different way, e.g., 
“What is more similar to the ball as far as having the same nature?”, the answer 
would be different. In this case we should say that the ladder is more similar. 
After all, a ladder and a ball are artifacts, while the tomato is not. This shows 
that it is very difficult to think about similarity per se. Usually, our understand-
ing of similarity between objects depends on a chosen feature that we take to 
be the most important. In this sense, each time we compare objects we (either 
in an explicit or implicit way) focus on a given feature. Without this restriction 
the result of such a comparison might be misleading. Similarity understood in 
this way is in fact a ternary relation, S ⟨a, b, F⟩, i.e., object a is similar to object 
b because of factor (property) F. In this sense, two objects are similar with 
respect to property F iff they both have F. A ladder is similar to a ball because 
they are both artifacts, and a tomato is similar to a ball because they are both 
round. By analogy, being more similar (MS) is a quaternary relation MS 
⟨a, b, c, F⟩, which states that because of factor F, object a is more similar to 
object b than object c is.  
 Consider the possible world as mentioned above where there are no 
woodpeckers (but where no circle is a square) and impossible worlds where 
a round square exists (but where woodpeckers also exist). When it comes to 
a lack of round squares (and presumably being possible) we can say that the 
former is more similar to the actual world than the latter. Nevertheless, we 
can also say that, when considering the number of woodpeckers, the last one 
is more similar to the actual world than the first one is. In this sense, the 
similarity between worlds depends on a chosen aspect. If the most important 
feature of a world is to have an adequate number of woodpeckers, and one 
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does not care about geometrical impossibilities, then one can say that there 
is an impossible world that is more similar to the actual world than one of 
the possible worlds is.  
 Someone who would like to save the validity of SIC might argue that the 
most important feature of a world is whether it is possible or impossible. After 
all, we should consider worlds in their fundamental aspects, and logical or met-
aphysical possibility is one of them. Surely these are important features of  
a world, especially when we are dealing with an analysis of modality. By ac-
cepting this assumption, SIC might easily be taken to be true. Even more, it 
would be obviously true since it would state that when considering the feature 
of being possible, every possible world is more similar to the actual world than 
any impossible world is. Though it is difficult to argue against this claim, it is 
presupposed that the only important feature of a world is being either possible 
or impossible and, as we have seen, we do not have to compare worlds (neither 
any other object) only because of this feature. As such SIC should not be used 
as a guide for a proper understanding of the notion of similarity.  

6. Conclusion 

 We believe that the above considerations give good reasons to claim that 
the trivial world should be taken to be more similar to the actual world than 
some non-trivial worlds are, and that there are impossible worlds which are (in 
some respects) more similar to the actual world than some possible worlds are. 
Because of this, both DTW and SIC should not be considered to be good guides 
for understanding the notion of similarity between worlds.  
 This conclusion raises two important questions – is it possible to deliver 
such an interpretation of the notion of similarity which does not rely on DTW 
and SIC? And if this is so, is the refutation of SIC necessary in order to save 
the validity of ECQ in the actual world (resp. in classical logic)? We believe 
that there is a positive answer to the first question. A project of such an account 
of the notion of similarity was delivered in Sendłak (2016). Although the in-
terpretation that was presented in this work gives further reasons to dismiss 
SIC, we believe that SIC is independent of ECQ and DTW. After all, both w1 
and w2 are impossible worlds, and as such SIC has no important application to 
determine which of these is closer to the actual world; it applies to them in 
exactly the same way.  
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 Nevertheless, as we argued in Sendłak (2016), regardless of the problem of 
the validity of ECQ, one can indicate the reasons for a refutation of SIC. We 
believe that this modification in the interpretation of the notion of similarity 
(i.e. refutation of both SIC and DTW) helps us better understand the use of 
counterpossibles in general.8 
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ABSTRACT: In this paper I will propose that the unpalatable consequences of narrow-
scope principles are not avoided by altering the scope of the principle but by changing 
the kind of conditional. I argue that a counterfactual conditional should do the trick and 
that the rational requirement of modus ponens can be understood as something like  
a “Ramsey test” on this conditional. 
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1. Introduction 

 What does rationality demand of us? 
 One thing demanded of us, many philosophers think, is to avoid having 
attitudes that are inconsistent or incompatible. So, we will often see modus 
ponens made into the rational principle that our beliefs must be deductively 
closed, that is to say that if you believe p and you believe p → q, then believing 
q complies with what rationality requires and one is rationally criticizable if 
one does not have this belief while having the others.1 Obviously these princi-
ples must be conditionals. But what parts of the conditional should be inside 
                                                           
1  Deductive closure is a stronger condition than is actually required to avoid logical 
inconsistency, sufficient for which is the weaker condition that if you believe p and you 
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the scope of rationality’s demands? And what kind of conditional should they 
be? 

2. The Scope of the Conditional 

2.1. Modus ponens as a narrow-scope material conditional 

 A straightforward formalization of modus ponens gives a rational principle 
something like this:  

 B(p) ∧ B(p → q) → rationality requires B(q) 

This is called “narrow-scope” because the scope of the propositional operator 
“rationality requires” is the consequent. What the conditional says, in words, 
is that if you believe p and you believe p → q then the consequent can be de-
tached that says you are rationally required to believe q. Because it tells you 
that on the basis of the antecedent you should have a particular belief, or that 
you should draw a particular inference, this is called in the literature a process-
condition. A process-condition tells you to reason in a certain, determinate 
way. 
 However, this seems to have counter-intuitive consequences in cases where 
it is not rational to believe p or to believe p → q. Suppose that p is ‘The moon 
is made of cheese’ and q is ‘The moon is made of a dairy product’. According 
to the principle, believing that the moon is made of a dairy product complies 
with the rational requirement and not believing that the moon is made of  
a dairy product violates the rational requirement, yet this is counter-intuitive 

                                                           
believe p → q, then you comply with what rationality requires as long as you do not 
believe ¬q. Sometimes the principle is modified so that believing q complies with what 
rationality requires only when you care whether q or the necessity of q given p is suffi-
ciently obvious. I do not intend to take any position on whether rationality demands 
something as strong as deductive closure of belief or whether something slightly weaker 
is required. Nor do I wish to engage the vexed issue of the normativity of rational re-
quirements. The issue I wish to take up is over the formulation of these principles of 
rationality, and for this purpose the more straightforward principle will serve as illus-
tration, and the approach I propose can be adapted to whatever principle of modus po-
nens is correct. Ultimately, my approach should extend to other principles as well, in-
cluding those of practical rationality. 
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in three ways: 1) It is not rational (even if we changed the example so that q 
was actually true); 2) Surely we cannot somehow make it rational just by hav-
ing beliefs that satisfy the antecedent of this conditional;2 3) It seems consistent 
that it could be believed by the subject herself that the beliefs that satisfy the 
antecedent of this conditional are not rational, and yet believing the consequent 
will still come out as complying with what is rationally required.  
 Perhaps it might be argued that (1) is actually false, that subjectively, if she 
is aiming at complying with what rationality requires of her, then assuming 
that pursuing this aim provides her a reason to modify her beliefs in order to 
attain that aim (i.e., logically consistent beliefs), she should believe that the 
moon is made of a dairy product, rationality being a constraint only on atti-
tudes’ consistency and coherence with each other and not on how they fit the 
world. 
 I think I can afford to be agnostic on this since it would not affect the prob-
lem I want to focus on which is (3), which is precisely that in some cases com-
plying with the principle involves being consciously irrational. Aiming at log-
ically consistent beliefs provides the reasoner with a reason not only to believe 
a proposition that is irrational and unjustified, but a reason to believe a propo-
sition she knows to be irrational and unjustified. Paradoxically, rationality 
seems to require us to have beliefs we know to be irrational, and says that we 
are being irrational if we do not have such beliefs. Suppose that our reasoner’s 
belief that the moon is made of cheese is one she simply cannot shake, despite 
the fact that she knows that she has no good reason for it and that she is not 
justified in having this belief. Since she knows this, she knows also that the 
proposition ‘The moon is made of cheese’ is not safe for use as a premise and 
hence that any consequences she infers on its basis will be likewise unjustified 
(although they may conceivably be true). Yet the principle implies that she 
complies with what rationality requires in believing these unjustified conse-
quences even while knowing them to be unjustified, that to comply with what 
rationality requires involves consciously putting herself into a worse epistemic 
position than she is in now, and she is rationally criticizable if she does not. 
                                                           
2  As Broome (1999, 402-403) has pointed out, B(p) ∧ B(p → p) → rationality requires 
B(p) also fits the pattern of this principle, yet its implausible consequence is that we are 
rationally required to have whatever beliefs we actually have, or equivalently that our 
actual beliefs are infallibly those that we are rationally required to have. This objection 
is usually made in terms of reasons; having something as a belief cannot give you  
a reason to believe that it is true unless there is already a reason to believe it is true. 
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This is the main problem I wish to solve, and I do not see how the scope of the 
conditional affects the matter, having formulated the problem in such a way 
that it is actually neutral with respect to the scope of the rational requirement 
(as will become clear in a moment). 
 Also, with regards to (2) it is not simply a matter of whether the belief in 
the antecedent is rational or not. Let us suppose that this belief is rational and 
that there are objective reasons for it, but that the belief is not based on those 
reasons. To simplify, suppose that the belief is innate, imprinted at birth, and 
although the reasoner may come to learn of reasons that justify her having this 
belief, she would have it anyway, and if she came to learn of reasons that justify 
her dropping this belief, she would not do so. Should a principle like modus 
ponens make believing the consequences of such a belief the only way of com-
plying with what is rationally required? 
 Until she grasps the relation between the belief and the reasons that justify 
it, I think the intuition is that she would not be rational in this case – the risk 
of propagating false beliefs is too great, even though in the particular case the 
innate belief is true and so would be all of its consequences. 
 Intuition is less clear after she does grasp the relation between the belief 
and the reasons that justify it, although her belief does not actually depend on 
the reasons in any way; that is to say, she is justified and knows herself to be 
justified in having the innate belief. Here, she improves her epistemic situation 
by following the principle, and that seems a good reason to say that the princi-
ple should be formulated in a way so that it does apply in this situation, in spite 
of the belief’s questionable historical credentials. The moral is that even if we 
have the right attitudes we are not being rational if we fail to be aware of the 
normative relations between them.3 This is a fairly weak historical condition, 

                                                           
3  See Brunero (2005, 8) for discussion of the claim that coherence conditions, be-
cause they concern only combinations of attitudes, wrongly ignore whether any partic-
ular attitude was formed in a rational manner. In suggesting that attitudes not formed in 
a rational manner are not themselves rational, I am not necessarily saying that they are 
irrational; I am saying that coming to have these attitudes was not an exercise in ration-
ality. They are non-rational. 
 I am not sure that this scenario is accurately described, since it assumes that once 
we have a belief with a particular propositional content then any reasons we may have 
or acquire for believing that content to be true must be linked to that particular belief-
token or not be linked at all. I am inclined to think that in grasping the relation between 
the belief and the reasons that justify it one does ipso facto have a belief-token with that 
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because being aware of normative relations is not to say that our belief-for-
mation processes are responsive to these normative relations. 
 On the other hand, the following claim also seems intuitive: 

No Rationality Without Autonomy: S must be autonomous towards her at-
titudes in order for them to count as being held rationally. 

In other words, if I were going to believe q anyway irrespective of other things 
I believed, then my believing q is not an exercise of rationality – something  
I have come to believe by trying to comply with what rationality demands of 
me or by a process of reasoning that ensures this compliance (whether one is 
reflectively aware of this or not) – even if it is correctly supported and coherent 
with other things I rationally believe. Perhaps we could even say that it violates 
something like the Principle of Conditional Non-Contradiction,4 since it seems 

                                                           
content based/depending on those reasons, although this will be a different token from 
(in our hypothetical case) the innate belief. In short, we can have more than one token 
with the same propositional content. 
4  Aristotle actually argues for something like this (sometimes called “Aristotle’s The-
sis”) as a principle of logic on the grounds that he finds its consequence p → ¬p absurd. 
However, unlike p ∧ ¬p, p → ¬p does not actually violate the Law of Non-Contradic-
tion, and some logical proofs actually use it. Modern logic, therefore, rejects “Aristo-
tle’s Thesis” as a principle of logic. It is possible, though it must be investigated further, 
that it may be resurrected as a principle of rationality, and if so, this might be  
a way of formally capturing the idea of being non-autonomous with respect to a prop-
osition. However, we must be careful because logically true propositions and any the-
orem of the logical language will satisfy the condition of being true both when any other 
proposition is true and false, and our believing it as a logical truth seems to be captured 
by a condition like this; i.e, our believing a logical truth when knowing it to be a logical 
truth should always be rational whatever else we believe, so satisfying the conditional 
in this circumstance implies rationality rather than irrationality. On the other hand, it 
may not be the case that we would believe a logical truth whatever else we believe, 
even if we believe it to be a logical truth. For instance, we may believe a logical truth 
because we believe that we have a proof of it, and would not believe it had we no such 
proof (or belief that there was such a proof); furthermore, if we did believe it in the 
absence of belief in a proof, this belief would, I think, be irrational. The proof of the 
theorem is not the kind of thing whose truth or falsity is immaterial to the truth of the 
logical truth or the rationality of believing the logical truth. These are complications 
that would have to be worked out; theorems do not, I think, get their being rational for 
free, despite the impossibility of their being false. 
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to imply that B(Γ) → B(p) and B(¬Γ) → B(p), since B(p) would be true what-
ever else I believe, even if the Γ that I actually base my belief that p on does 
actually support p and I am quite unaware of the fact that I would believe that 
p even if I believed that Γ was false.5 Since I do not say that B(¬Γ) is true – 
that I actually have this belief, or for that matter that I believe either of the 
conditionals – the attitudes need not be actually inconsistent, but the mere dan-
ger that they could be seems reason enough for caution. 
 There are various accounts of autonomy available, but the one I wish to 
appeal to here is from Mele (1995), where being autonomous toward an atti-
tude is for it to be sheddable, where an attitude is sheddable provided that it 
results from our psychological processes operating in the normal way and 
could in principle be shed by their continued operation in the normal way. An 
attitude that we have been psychologically compelled to have by the interven-
tion of something exogeneous to the normal operation of our belief-forming 
processes, or more simply because of their temporarily abnormal operation, 
and that we have no control over (the hackneyed examples being hypnosis and 
brain-washing) will be practically unsheddable. Practically unsheddable atti-
tudes are held non-rationally. 
 Does this mean that rational requirements should be formulated in such  
a way that believing the consequences of such an unsheddable belief should 
not count as complying with them? If so, this is a stronger historical condition 
than that described above, because it says that the normative relations must not 
simply be grasped in the particular case but must actually guide our belief-

                                                           
5  Suppose that I believe that I was immaculately conceived, and base this on the belief 
that I do not have a biological father; that is to say, I believe the conditional ‘If I do not 
have a biological father, then I was immaculately conceived.’ These beliefs would be 
consistent, and my belief that I was immaculately conceived would be justified (both 
propositionally and doxastically) by my belief that I do not have a biological father. But 
let us suppose, contrary-to-fact, that even if I believed that I do have a biological father, 
I would still believe that I was immaculately conceived (I am just that kind of guy). In 
this possible world, I would be prepared to countenance both conditional beliefs ‘If I do 
not have a biological father, then I was immaculately conceived’ and ‘If I do have  
a biological father, then I was immaculately conceived’ rather than give up the belief 
that I was immaculately conceived. From this I conclude that the belief that I was im-
maculately conceived is not rational in the actual world either; although this belief is 
justified it is not rational because it is not responsive to the belief it was justified by in 
relevant counterfactual situations. 
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formation processes. The intuition is unclear, because there is a sense in which 
the attitude is rational and a sense in which it is not. 

2.2. Modus ponens as a wide-scope material conditional 

 Objections (1) and (2) are well-known and have led many to a wide-scope 
formulation of the rational principles that contrasts with the narrow-scope for-
mulation given above. Thus, the rational principle should be something like 
this:  

 Rationality requires [B(p) ∧ B(p → q)] → B(q) 

 This is called “wide-scope” because the scope of the propositional operator 
“rationality requires” is the conditional as a whole. What the conditional says, 
in words, is that what is rationally required is to make the conditional itself 
true, and this can be done in two ways: by ceasing to have one of the beliefs 
referred to in the antecedent or by having the belief referred to in the conse-
quent. It does not tell you that you should or should not have a particular belief, 
or that you should draw a particular inference, or that you should reason in  
a certain, determinate way, because although it is still true that you have a rea-
son to make the conditional true, reasoning itself is not given a determinate 
direction in that the principle does not tell the reasoner how to make the con-
ditional true. It is not a process-condition but a state-condition: it proscribes 
being in a state where there is a certain combination of attitudes which would 
constitute a counter-interpretation of the logical principle, which in this case is 
a state where I believe that p and p → q are true while also believing that q is 
false. What rationality requires through these principles is avoiding such com-
binations, i.e., attitudes (in this case, beliefs) that are incoherent. Satisfying the 
conditional avoids any such combination, but rationality judges symmetrically 
with regards to how the conditional is satisfied and is thus agnostic towards 
how the particular combination is best avoided. 
 The cause of the implausible consequences of the narrow-scope formula-
tion is held to be the fact that the scope of what ‘rationality requires’ is the 
consequent of the conditional. By changing the scope to the conditional as a 
whole we avoid these consequences. For example, the wide-scope conditional 
does not have the consequence that rationality requires us to believe that the 
moon is made of a dairy product because we can obey this principle by drop-
ping the irrational belief that the moon is made of cheese. Unlike the narrow-
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scope formulation, the consequent does not detach, so it is not the case that 
rationality requires that I believe q, though it is true that in believing q I would 
be complying with what rationality requires. Thus, for the wide-scoper it is 
strictly speaking incorrect to say that rationality requires us to have any partic-
ular belief – this is why I have tended to use the rather tortuous expression of 
a belief’s complying with what rationality requires rather than simply that ra-
tionality requires having that belief, and although when discussing the narrow-
scope formulation I could have used the simpler expression, my reason for not 
doing so was in order to formulate the problem in a way that did not depend 
on a wide or narrow-scope reading of the conditional. For the wide-scoper, 
there is more than one way of complying with what rationality requires; the 
point of having rationality require us to be such that the conditional is true is 
that there is more than one way of making the conditional true – we can make 
the consequent true (which is what the narrow-scope principle endorses ex-
clusively) or we can make the antecedent false by dropping the antecedent 
beliefs. 
 Superficially this solution is attractive and the wide-scope view seems to 
avoid the consequences of the narrow-scope view. But does it really? Are there 
not at least some circumstances under which there is after all only one way to 
comply with what rationality requires, that is to say, only one way psycholog-
ically and/or physically open to us to make the conditional true? There are  
a number of ways we might imagine this happening that have turned up in the 
literature. In fact, even our earlier example seems to say that the only rational 
way to satisfy the conditional is to drop the irrational belief that p given that 
the belief that q is irrational. To make the case stronger we may suppose that 
we believe that believing q would be irrational. It seems then that the only way 
to be rational is by not having the belief that p. 
 In the last case, dropping the belief that p was the right way to comply with 
what rationality requires, so perhaps it might be thought that the complaint that 
it is the only way open to us to be rational is of little consequence. Of course, 
the problem is exacerbated when not believing that p is the wrong way to be 
rational. Suppose that we are doxastically akratic and believe that believing q 
is the right way to comply with what rationality requires, but for some reason 
cannot bring ourselves to believe that q; belief that q is not a psychologically 
open possibility for us. Again, the only way that we can actually comply with 
what rationality requires (at least, on purpose – this is an important qualifi-
cation that will be discussed later) in these circumstances is by making the 
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antecedent false, that is to say, by dropping beliefs that we may rationally have 
and quite likely believe ourselves rationally to have, but this is to make akrasia  
a rationally principled response to the situation we find ourselves in, yet surely 
akrasia is a paradigm case of irrationality. At the very least, principles of ra-
tionality should not provide the akratic with reasons to behave akratically. Sup-
posing that it is psychologically open for the akratic simply not to comply with 
the rational principle (e.g., by just staying in the state he is now), then it seems 
that this is what he should rationally prefer, despite the principle’s being vio-
lated. 
 Analogous arguments could be made for circumstances where we are 
simply unable to believe that q. These are all cases where making the anteced-
ent false seems to be the wrong thing to do, yet it is what we must do to avoid 
finding ourselves with an incoherent combination of attitudes, and if we have 
a reason to avoid such combinations (and ex hypothesi we do have a reason to 
make the wide-scope conditional itself true) then we have a reason to do the 
wrong thing; despite the fact that rational requirements are not themselves rea-
sons, taking coherence (as expressed by rational requirements) as a norm does 
provide reasons. 
 Cases where the only way to comply with what rationality requires is to 
make the consequent true are even more common, and in these cases the wide-
scope principle works out the same as the narrow-scope principle after all. In 
fact, if we make time a factor, this is universally the case, since until we actu-
ally make the antecedent false by dropping the irrational belief (supposing now 
that this is psychologically and physically open to us) we are still in a situation 
where the only way to make the conditional true is to make the consequent 
true.6 As before, if dropping the irrationally or non-rationally held belief is not 
psychologically and physically open to us (e.g., if they are unsheddable) then 
the only way (purposely) to comply with what rationality requires is by making 

                                                           
6  This way of pressing the general objection comes from Schroeder (2009, 227) who 
remarks that ‘it follows that people are in general infallible about what they ought to 
do, as long as they do not try to change their minds’. Note also that the reconstruction 
of Broome’s first-order model of practical reasoning in Bratman (2009, 14) has as  
a crucial premise: ‘If you also believe that E only if M, and if these beliefs do not 
change, BC requires that you believe M; and that is where your reasoning can lead.’ 
Even here it seems to be the mere fact of beliefs’ not changing that seems to lead the 
reasoning one way rather than another, but if it did not do this it is questionable whether 
we could achieve any of our cognitive ends through reasoning alone.  
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the consequent true.7 We have not solved the problem that the wide-scope prin-
ciple was introduced to solve. 
 Perhaps it might be objected that the only thing that counts is that it is log-
ically possible to make the conditional true in the right way, irrespective of 
whether it is psychologically or physically possible; the fact that we cannot do 
something does not alter the fact that it is what it would be rationally and ep-
istemically best to do. But this still leaves the reasoner in a dilemma: there is 
an option he can take that would result in his complying with what rationality 
requires insofar as it would result in his attitudes going from a state where they 
are incoherent to a state where they are coherent.8 His only other option is to 
leave his attitudes in a state of incoherence and thereby be irrational. Which 
should he rationally prefer? When coherence can only be purchased at the price 
of believing further falsehoods or the logical consequences of beliefs that are 
irrational and quite possibly believed to be irrational, I think it is plausible to 
think that he should leave his attitudes as they are, inconsistency notwithstand-
ing. On the other hand, whoever consciously holds inconsistent attitudes seems 
to be rationally criticizable in a distinctive way, and it seems distinctly odd to 
give as an excuse: ‘Well, what I actually wanted to do was to stop believing 
that the moon was made of cheese, but I couldn’t.’ 
 So far I have argued that wide-scope principles do not avoid the conse-
quence that only one way of purposely complying with it is rational, and fur-
ther that this way will often be the wrong way of complying with the principle 
                                                           
7  Even the wide-scope formulation is subject to the kind of detachment that is called 
necessary detachment. Necessary detachment says that if p then q, and necessarily p, 
then if rationally required p then rationally required q. If we treat unsheddable beliefs 
as being necessary in the relevant sense, then we will detach as if the requirements were 
narrow scope. I owe this observation to an anonymous reviewer of Organon F. How-
ever, I am not convinced that unsheddable beliefs are necessary in the relevant sense. 
We must distinguish between detaching B(q) and detaching rationally required B(q). 
Narrow-scope formulations and necessary detachment detach rationally required B(q), 
whereas in the scenario described it is only B(q) that is detached. However, this is 
enough to create the problem. See the later discussion of Hussain’s view. 
8  To make the incoherence more marked we may suppose that the subject actually 
believes the negation of the consequence, e.g., that the moon is not made of a dairy 
product. This makes the subject’s belief set logically inconsistent and both the strong 
(deductive closure) version of modus ponens and its weaker version will apply to it. 
And unfortunately the result on both versions will be to retract the true and rationally 
held belief that the moon is not made of a dairy product. 
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and may even be known by the subject to be the wrong way and to be irrational, 
and that the reason for both of these things is beliefs that the reasoner actually 
has simply because he actually has them, irrespective of their rationality.9 The 
wide-scope view does not seem to avoid the consequences it was expressly 
introduced to avoid, then, at least in certain circumstances. I do not wish to 
reject it completely, however, because I think that its central insight that the 
principles of rationality are principles prohibiting certain combinations of atti-
tudes is correct and worth preserving, which is to say that it is still the truth of 
the conditional that rationality requires. Only I deny that this conditional is  
a material implication. 

3. The type of conditional 

 The situation so far is that I have described a kind of scenario where rea-
soners would have to consciously put themselves into a worse epistemic situ-
ation than they are already in to comply with rational requirements, irrespec-
tive of whether those requirements are formulated as material conditionals with 
wide or narrow scope. This problem, at least, is not solved by altering the scope 
of the material conditional. The aim in this section is to investigate whether the 
problem is the conditional’s being a material conditional rather than some other 
type. 
 In the first part I will note that originally Broome did not actually use  
a purely material conditional but what I will call, for want of a better name,  
a “quasi-material” conditional. This is defended in the work of Hussain (2007), 
                                                           
9  Way (2010, 224-225) argues further that wide-scope principles do not avoid the 
consequence that we have reasons to obey the principle in a particular way. Although 
the wide-scope view avoids the consequence that any particular way of making the 
conditional true is required, making the conditional true is itself something that is re-
quired and plausibly something that we have a reason to do. It is plausible to suppose 
that if we have a reason to do something then we have at least some reason to do what-
ever is necessary and/or sufficient for doing it, or on a slightly different principle, what-
ever is a means to doing it. Since we have a reason to make the conditional true and, 
trivially, each way of making it true is sufficient for making it true, it follows that there 
is a reason to make oneself rational in both ways, and this is so simply because of atti-
tudes we actually have regardless of whether they are rational or whether we have rea-
sons to have them. Way calls this the transmission problem. I will not be dealing with 
this problem in this paper. 
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whose views will be discussed in some detail. It will be shown that he does not 
avoid the problem described above. 
 In the second part I will make tentative inroads into formulating the princi-
ples of rationality as counterfactual conditionals. Probably, this should be qual-
ified as “quasi” too, for the conditional is not quite the classical counterfactual 
conditional, and the Ramsey test that I propose to use to evaluate the counter-
factual is not quite the classical Ramsey test. All that I wish to present here is 
a basic approach to the problem. 

3.1. Modus ponens as a wide-scope quasi-material conditional 

 It is interesting to note Broome’s own attitude towards the conditional. In 
an early paper Broome (1999, 401-402) says that the relation he calls a rational 
requirement is not a material conditional but something like a material condi-
tional with determination added where this determination is ‘roughly analo-
gous to causation’ (Broome 1999, 401). This contrasts with a presentation of 
the wide-scope principle as something like ‘It is rationally required that (you 
do not believe the antecedent or you do believe the consequent)’ where the 
disjuncts are offered as the rational options for making the conditional true. 
Yet in Broome (2007) he says: 

When a wide-scope requirement holds, what is required of you is a material 
conditional proposition p ε q. We must be able to substitute logical equiva-
lents within the scope of a requirement. So rationality also requires of you 
the contrapositive ¬q ε ¬p. Wide-scope requirements have this sort of sym-
metry.  
 But sometimes this symmetry seems wrong. Look at the wide-scope 
formulation of the anti-akratic requirement … 

Rationality requires of you that (You believe you ought to F ε You in-
tend to F).  

Contraposing gives:  
Rationality requires of you that (You do not intend to F ε You do not 
believe you ought to F).  

But the relation between believing you ought to F and intending to F is not 
symmetric 
… [It would be] irrational to disbelieve you ought to F because you do not 
intend to F. (Broome 2007, 35-36) 
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 Here Broome seems to be saying that the wide-scope principle in question 
(admittedly not modus ponens) is a material conditional after all and as such it 
contraposes, and explains away the apparent irrationality of, for instance, being 
rational by akratically modifying one’s beliefs in line with one’s intentions, as 
the failure of a material conditional to capture a relation of explanation or 
grounding. Broome changed his mind in the intervening years: his later posi-
tion seems to be that it is not the role of the principle to capture this relation, 
whether we call it determination, explanation or grounding. To capture this 
relation is not a matter of scope but a matter of the type of conditional (cf. 
Broome 2007, 36). This goes equally for non-instrumental principles: modus 
ponens contraposes into a principle where from not having a belief one reasons 
to not having other beliefs,10 and it is not obvious that it is even possible to 
reason from the lack of a belief. It is nonetheless true that one would be com-
plying with what rationality requires if one satisfied this conditional, so 
Broome could maintain that this is in fact a rational requirement even if it was 
one that could not be satisfied by reasoning. But, because the material condi-
tional does not capture the relation of grounding, one could not say that one 
would be in this situation because one does not believe that q, or that it is ra-
tional to intend to F because one ought to F, irrespective of whether the prin-
ciple is wide-scope or narrow-scope. A principle that resolved this asymmetry 
properly could not be a material conditional, and Broome (2007, 37) briefly 
suggests as an alternative a conditional that does not contrapose.  
 We are here considering three possibilities: two alternative readings of the 
wide-scope principle as an ordinary material conditional and as a material con-
ditional with determination added, and as an as yet unspecified conditional that 
does not contrapose. I will later be suggesting a way of making good on this 
third alternative that Broome (2007) cursorily passes over, but first I want to 

                                                           
10  At first glance contraposition seems reasonable for modus ponens and not to have 
the kind of problematic asymmetry that arise for instrumental principles; after all, if the 
consequent is false then the antecedent must be false. However, it should be remem-
bered that the antecedent and consequent in this case are the beliefs and not the propo-
sitions believed; what you get when you contrapose the rational principle modus ponens 
is not the rational principle modus tollens which is:  
 Rationality requires (B(¬q) → [B(¬p) ∨ B(¬(p → q))])  
but the much more peculiar:  
 Rationality requires (¬B(q) → [¬B(p) ∨ ¬B(p → q)]). 
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note that even when a condition ‘roughly analogous to causation’ is appended 
to the material conditional, we still face the counter-intuitive result that in order 
to comply with what is rationally required a reasoner may need to consciously 
put himself into a worse epistemic situation that he is already in. This will 
motivate serious consideration of the third alternative, for which I will make 
some preliminary proposals. 
 The early way of reading the conditional as a material conditional with de-
termination added is defended in Hussain (2007, 42-45) who denies that adding 
determination amounts to a narrowing of the wide-scope principle on the 
grounds that the important point is that the conditional nonetheless does not 
license detachment, and it is detachment that causes the problem, not the di-
rection of reasoning as such. That you cannot, for instance, drop the belief that 
is held irrationally or believed to be held irrationally, does not, Hussain seems 
to say, imply that you are rationally required to believe its equally irrational 
consequence, even though this is in fact the only way open to you in which you 
can comply with what rationality requires, for this is a matter of detaching the 
consequent of a wide-scope principle as you would of a narrow-scope princi-
ple, and this detachment is not valid.  
 On this subject (in a context other than modus ponens) he makes a number 
of interesting comments: 

Consider the matter from the third person perspective of someone as-
sessing S’s rationality and assessing what mental states S ought to have. 
To keep things simple, consider the case where not only is S’s belief [that 
S lacks sufficient reason to X] false, but in fact there is conclusive reason 
to X and so S ought to intend to X. The assessor can still think that ration-
ality requires someone in S’s situation to get rid of the intention to X. Of 
course, the assessor doesn’t think S should be in that situation and so 
doesn’t think that S ought not to intend to X. Wide-scope is precisely what 
allows the assessor to think these thoughts without contradicting herself. 
(Hussain 2007, 43) 

 S seems to have got herself into a situation where the only way open to her 
to comply with what rationality requires is to make the consequent true despite 
the fact that in some sense what she should do is not be in that situation in the 
first place; her being in that situation indicates that somewhere in the past she 
formed a belief irrationally (or non-rationally). Hussain seems to be saying 
here that the wide-scope principle’s result that complying with what rationality 
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requires by making the consequent true holds even in cases where the anteced-
ent cannot be made false.  
 He goes on: 

But if there is only one way of responding by reasoning to what is wrong 
with me, then does that not mean that I am rationally required to take that 
way? Well, given the situation I find myself in … there is only [one] way 
for me to proceed by reasoning. Rationality requires me to reason in a cer-
tain way, but rationality doesn’t require me to be in the situation I am in: it 
does not require me to have the belief that I lack sufficient reason to X. That 
belief is not, so to speak, rationality’s responsibility and neither, therefore, 
is the result that the only way for me to proceed by reasoning is not to have 
the intention to X. Things could have been otherwise without violating the 
rational requirements and they could still be otherwise. 
 … [T]here are two ways of rationally resolving the conflict. The agent 
cannot change the belief by reasoning and thus things couldn’t be otherwise 
by reasoning, but it still does not follow that what rationality requires is not 
to intend to X; i.e., that we can detach the conclusion that rationally requires 
that I not intend to X. What rationality requires is a specific process of rea-
soning in certain circumstances. One can engage in that process of reason-
ing or one can change the circumstances, though, sometimes, not by rea-
soning. It does not follow that rationality requires the particular outcome to 
the process that would result if the circumstances were not changed. This 
becomes clear when we see that if one were to change the circumstances – 
again not necessarily by reasoning – one would not be violating the require-
ment, indeed, one would now make it the case that one was living up to 
the requirement. Imagine … that I just, somehow, forget the content of 
the belief – I no longer have that belief. Now I would be back in conform-
ity with the requirement, but not by reasoning. This is a way of ending up 
in accord with the requirement though not a way of coming into accord 
that I could manage by reasoning. The requirement directs me to reason 
in certain ways in certain circumstances. But removing those circum-
stances is one way for me to have the requirement no longer apply to me. 
(Hussain 2007, 44-45). 

 Principles of rationality are for Hussain principles for reasoning in the cor-
rect way, and if we cannot by reasoning make the antecedent of the conditional 
false then we are rationally required to engage in reasoning that, as it happens, 
makes the consequent true, and if we cannot by reasoning make the antecedent 
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of the conditional false then this amounts to saying that this is not psychologi-
cally open for us. Our beliefs regain coherence if the antecedent becomes false 
of its own accord, but that is nothing to do with us or with rationality as such. 
 Hussain is trying to have his cake and eat it. In saying that “[w]hat ration-
ality requires is a specific process of reasoning” he is trying to use the wide-
scope quasi-material conditional as a process-condition in that, although it does 
not tell you that some belief is rationally required, it does provide a direction 
of reasoning. Narrow-scope principles are process-conditions because, by vir-
tue of detaching their consequents, they tell you what to think or at least what 
it would be rational to think, but wide-scope conditionals are not generally 
thought of as process-conditions but as state-conditions. How exactly does 
Hussain make it into a process-condition, then? 
 Some background is necessary to answer this question. To a large extent, 
the dispute between the wide-scopers and the narrow-scopers is a dispute over 
whether the principles of rationality are state-conditions or process-conditions. 
This is a main bone of contention between Kolodny and Broome. Kolodny 
(2005) argues that “for any rational requirement on you, there must be a pro-
cess of reasoning through which you can bring yourself to satisfy that require-
ment.” Broome (2006, 2) quite explicitly rejects Kolodny’s arguments for this 
view, expressing agnosticism towards its conclusion, and in Broome (2009, 
18) we see why, for he says that reasoning cannot always bring you to satisfy 
a certain putative principle and that in that situation we are in a dilemma of 
concluding either that the principle “is not a genuine requirement of rationality, 
or alternatively that it is a genuine requirement but not one that reasoning can 
always bring you to satisfy.” Ultimately Broome seems to prefer the latter horn 
of this dilemma. 
 Hussain seems to want to steer a middle course. He says that “[r]ationality 
requires me to reason in a certain way,” apparently in agreement with Kolodny, 
and where “there is only [one] way for me to proceed by reasoning” Hussain 
says that rationality requires me to reason in that way. He also seems to accept 
something similar to Broome’s point against Kolodny that not every way of 
satisfying a wide-scope principle (i.e., each way of making the conditional 
true) is such that it can be satisfied by reasoning. Where there is one way of 
satisfying the principle that can be reached by reasoning and one that cannot 
be so reached Hussain is clear that what rationality requires is to satisfy the 
principle by reasoning. This rationally required reasoning has a definite direc-
tion as indicated by the “added determination” in the conditional, and the result 
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of this reasoning is the consequent of the wide-scope conditional. On Hussain’s 
view of the quasi-material conditional, then, by complying with what rational-
ity requires we will end up with the consequent; in effect (if not formally), we 
may detach the consequent. It is, then, a process-condition in this sense. This 
does not, however, make it equivalent to the narrow-scope principle. Detach-
ing the consequent is rationally required and the destination to which rationally 
required reasoning leads us, but actually believing the detached belief is not 
rationally required; what is detached is the belief itself, whereas in the narrow-
scope view11 (and this is how Hussain’s view differs from the narrow-scope 
view) what is detached is not the belief itself but the belief’s being rationally 
required. So, we avoid the problem of being rationally required to have beliefs 
when the beliefs in the antecedent of the conditional are not themselves ra-
tional; for example, we are not rationally required to believe that the moon is 
made of a dairy product. But we are, it is implied, rationally required to draw 
this belief as an inference, at least if this is the only way to proceed by reason-
ing (and probably also if it is not, for the conditional’s “added determination” 
already seems to give it that direction). 
 Apply this to our case. Despite Hussain’s acceptance that an assessor could 
judge that the subject ought not to have the irrational or unsheddable belief that 
is the cause of the problem and in that sense the subject ought not to believe 
what follows from it, the subject is rationally required to engage in reasoning 
(and this is what makes it a process-condition) which results in believing what-
ever follows from it. Hussain (2007, 44) says also that there is no inconsistency 
for the subject: believing {p, p → q} and assuming that these beliefs do not 
change, then she must believe q. Note that the way I formulated the problem, 
by saying that complying with what rationality requires can lead one to have 
irrational beliefs, applies equally to Hussain’s view. Believing q, it is true, is 
not rationally required, just as it was not rationally required in the ordinary 
wide-scope view, yet it is still the only way by reasoning and on purpose that 
we may comply with the rational principle and make our attitudes coherent. 
The belief that q is sufficient to cause the problem, so drawing a distinction 
between detaching the belief and detaching the belief’s being rationally re-
quired does no good here. 

                                                           
11  Similarly for the wide-scope view when there is necessary detachment. This is why 
I think there is a disanalogy between necessary detachment and the problem described 
here. 
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 I will argue that it is implausible that a reasoner should be rationally re-
quired to reason as Hussain claims, at least in the case where the subject not 
only has a belief that is held non-rationally but is conscious of this fact and of 
the fact that this realizes a disvalue for her, as we supposed in objection (3) 
above and the ensuing discussion. Assuming that these beliefs do not change, 
a subject in this situation is incoherent whatever she does, whether she believes 
q or not. The subject’s belief that she has an irrational belief is a second-order 
belief about her first-order belief with evaluative content. It does not seem too 
much of a stretch to suppose that she also has some second-order beliefs about 
various combinations (whether particular combinations or general patterns of 
combination) of the irrational belief with other beliefs. Some combinations 
(e.g., believing the logical consequences of the irrational belief) will increase 
the number of irrational beliefs, and so presumably the evaluation here will 
also be negative. However, some of these combinations seem to be rationally 
required, and it does not seem impossible that she has second-order beliefs 
about this as well. By complying with the rational requirement the subject con-
sciously puts herself in an even worse position than before; in fact, the combi-
nations that put her into these positions are precisely those that avoid incoher-
ence. If it is nevertheless the case that she believes that she should do as she is 
rationally required, it must be because she believes that in this particular case 
coherence has a value of its own that outweighs the disvalue of holding and 
propagating irrational beliefs. It will not do to simply say that avoiding inco-
herence is a valuable disposition to have for this will not explain her decision 
or why the rational requirement applies in this particular case. I find this belief 
about the value of coherence somewhat implausible and would question 
whether this belief is itself a rational one; if satisfying the consequent is the 
only way you can satisfy the conditional by reasoning, then there is no reason 
or value in proceeding by reasoning in this particular case, and the subject will 
know this. So, I do not agree with Hussain’s claim that rationality should re-
quire us to engage in the kind of reasoning he is talking about. Reasoning may 
be a useful disposition to have, but it is not one we ought to manifest in cases 
when we know that by doing so we are only making our epistemic situation 
worse. What is more, it seems that this is where reasoning itself can take us; 
we can reason (on the basis of evaluative beliefs about our first-order beliefs) 
that we would do better by not reasoning (on the basis of first-order beliefs). 
The correct thing to do is to leave oneself in the incoherent state after all, con-
trary to what Hussain says. 
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3.2. Modus ponens as a counterfactual conditional 

 Since the wide-scope conditional seems to endorse the view that in these 
cases rationality requires one to consciously form beliefs that one knows will 
increase the overall irrationality of one’s set of beliefs, it cannot be correct. We 
need another kind of conditional. The counterfactual conditional does not con-
trapose or detach and seems to instantiate the kind of causal and grounding 
relation that Broome talks about. I will now sketch an account of a principle of 
rationality using counterfactual conditionals. 
 According to the Ramsey test for the truth of counterfactual conditionals, 
the open counterfactual conditional p > q is true if adding p to a body of 
knowledge would, after minimal adjustments to preserve consistency, result in 
q belonging to a body of knowledge. That is to say, to add p > q to the body of 
knowledge is to commit oneself to adding q to the body of knowledge should 
it come about that p is in the body of knowledge. This means that if p > q al-
ready belongs to the body of knowledge, the preservation of consistency dic-
tates that if p came to belong to the body of knowledge then so also would q, 
or else p > q would be false. This derives something similar to the logical (not 
rational) principle of modus ponens for counterfactual conditionals from the 
Ramsey test something like 

 B(p > q) → [B(p) → B(q)] 

The antecedent is the knowledge base. It is important to understand that what 
this is telling us is what must be the case when the counterfactual conditional 
is true; it is not telling us what beliefs to have – all references to beliefs are to 
be understood subjunctively as a test on the truth of the conditional, including 
the reference to belief in the counterfactual conditional. 
 What we want is a principle where it is a material conditional that one has 
a prior belief in and a counterfactual conditional that one is required to make 
true, e.g., 

 B(p → q) → O[B(p) > B(q)] 

This is a kind of intermediate-scope conditional12 and seems to put the ground-
ing in the right place –  we want to be able to say that we ought to be such that 

                                                           
12  See Way (2011) for another example of intermediate-scope conditionals. 
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our belief that q is grounded on our belief that p. Unfortunately, however, the 
principle does not say this – note that since the truth of the counterfactual con-
ditional p > q meant that B(p) → B(q), the truth of the counterfactual relation 
between belief that p and the belief that q that is here in the scope of the ought-
operator (i.e., B(p) > B(q)) means a relation of material implication between 
the belief that the subject believes that p and the belief that the subject believes 
that q (i.e., B(B(p)) → B(B(q)); the body of knowledge after the revision would 
be {p → q, B(p), B(q)}, or in other words B(p → q), B(B(p)), and B(B(q)).  
 So, this principle does not give us what we want, which is a relation be-
tween B(p) and B(q) rather than a relation between B(B(p)) and B(B(q)). More 
importantly, the principle is not valid: B(B(q)) does not follow from B(p → q) 
and B(B(p)) because the former is a conditional concerning the contents of 
belief and the latter a second-order belief. We can cope with this in two stages.  
 First, we must be able to convert the second-order belief that p to a first-
order belief, giving a principle more like 

 {B(B(p)) → B(p), p → q} → (B(p) > B(q)) 

If we add B(p) to the body of knowledge now we will get B(q) because  
we can get B(B(p)) as the first step of the Ramsey Test, B(p) from 
[B(B(p)) → B(p)] ∧ B(B(p)), and then B(q) from B(p) ∧ B(p→ q). 
 This still does not give us what we want. Although it is having B(q) and 
not B(B(q)) that we ultimately want to say is rationally required in the given 
situation, the truth of the counterfactual B(p) > B(q) requires still that B(B(q)) 
would be in the body of knowledge after the hypothetical addition of B(p), and 
from the principle above all we know is that B(q) would be in the body of 
knowledge.  
 The second stage, then, is to amend the original body of knowledge further 
to convert the first-order belief that q to a second-order belief that q, giving the 
principle 

 {[B(q) → B(B(q))], [B(B(p)) → B(p)], p → q} → (B(p) > B(q)) 

 If we add B(B(p)) to the body of knowledge now we will get B(B(q)) be-
cause we can get B(q) as previously described and then B(B(q)) from B(q) 
and B(q) → B(B(q)). Given these three conditionals (the knowledge base), we 
make the counterfactual true either by believing both p and q or believing 
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neither. However, later I will propose that when we also have a negative eval-
uative belief about our belief that p (such as that it is irrational or unsheddable), 
the counterfactual can be evaluated in such a way that we can make it true by 
not having the belief that q.  
 Plausibly, the only reason we should be able to convert from first-order 
beliefs to second-order beliefs and back again for these particular propositions 
is if this were so for all propositions, that is to say if ∀p . B(B(p)) → B(p) and 
∀p . B(p) → B(B(p)). Smullyan (1986) calls those for whom these are true sta-
ble reasoners and normal reasoners respectively. Those for whom these are 
not true are called unstable reasoners and peculiar reasoners respectively, and 
although such reasoners find themselves in a strange psychological position 
they are not necessarily inconsistent. I propose, then, that the following prin-
ciple be restricted to stable and normal reasoners: 

 MODUS PONENS*: B(p → q) → rationality requires (B(p) > B(q)) 

This says that stable and normal reasoners are rationally required to have be-
liefs such that believing q counterfactually depends on believing p if they be-
lieve that p → q.13 If you comply with MODUS PONENS*, then if you believe 
that p then you will believe that q, and if it had not been the case that you 
believe that p then it would not have been the case that you will believe that q. 
However, this seems only to be true if you did not already believe that q. To 
avoid this, the revised principle is: 

MODUS PONENS**: (B(p → q) ∧ ¬B(q)) → rationality requires 
(B(p) > B(q)) 

                                                           
13  It simplifies the Ramsey test if these universal conditionals are part of the body of 
knowledge, and if we insist that they must be then this restricts the principle further to 
those who know themselves to be stable and normal reasoners. Or it may be that the 
requirement is actually a requirement for everyone, but only normative for stable and 
normal reasoners or for those who know themselves to be so. But the ability to make 
these inferences in the cause of making minimal adjustments to preserve consistency in 
the knowledge base would perhaps be sufficient, or even it may be part of the notion of 
consistency in use that the knowledge base should be such that it satisfies the constraints 
of stability and normality. 
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This seems to guarantee that believing p is the cause or grounds of believing 
q when these states are the result of complying with the principle. 
 Does it solve our problems? Suppose again that our reasoner believes p and 
is not able not to believe p. Adding the belief that p to a knowledge base in-
cluding the belief that p → q, a belief that q will result for stable and normal 
reasoners. This is because believing that q appears to be the minimal adjust-
ment that preserves consistency with what we believe when updated with what 
we have hypothetically added.  
 However, consider the case where we know that believing p is unsheddable 
and/or irrational. We will not, in this case, have a coherent knowledge base to 
begin with, and whatever we do – whether we believe q or not – we will not 
get a coherent knowledge base, as indicated earlier; although the contents of 
our beliefs may be logically compatible, there are certainly some among them 
that it is irrational to hold together, e.g., a belief B and the higher-order belief 
that one ought not to have belief B, and in general to have those attitudes held 
akratically or non-autonomously. Here we must settle for maximizing con-
sistency, and in this case I will stipulate that it is permissible not to preserve in 
our considerations what we have hypothetically added.  
 In fact, this is what we are rationally required to do in this case, on the 
grounds that we are aware that this belief is the result of a belief-forming mech-
anism that is functioning abnormally, and therefore the closest possible world 
W in which the knowledge base is fully consistent is one where this mechanism 
is functioning normally. In W, the belief that q is not part of the knowledge 
base either. So, the belief that q still depends on the belief that p – the condi-
tional still passes this version of the Ramsey test – because in W we have nei-
ther of these beliefs.14 Let me put it this way: normally, for B(q) to depend 
counterfactually on B(p) it must be the case that if B(p) is present then B(q) is 
present and if B(p) is absent then B(q) is absent. I am proposing instead that 
B(q) can be absent in the actual world even though B(p) is present, if in the 

                                                           
14  This may be a little hasty, because the world where the belief-forming process func-
tions normally is not necessarily one where it does not result in the belief that p. As  
I said before, having bad credentials does not necessarily mean that p is false or is a 
belief one ought not to have if everything were working perfectly. It seems enough to 
say here that it is not the case that one ought to believe that p, i.e., that this belief is not 
one that needs to be preserved; we do not need to say that the belief that p is one that 
one ought not to have. That is to say, ¬O(B(p)) rather than O(B(¬p)) or even, perhaps, 
O(¬B(p)). 
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actual world the knowledge base is incoherent and in the nearest possible world 
in which the knowledge base is coherent B(q) is absent, and this is because in 
that world B(p) is also absent; the presence or absence of B(q) in this world 
counterfactually depends on the presence or absence of B(p) in W, since by 
grounding it on B(p) in W one would minimize avoidable irrationality. Coun-
terfactual dependencies between our attitudes then should depend on what is 
true in W – in the closest maximally coherent world – rather than in the actual 
world. Although we cannot shed the unsheddable belief in fact (in the actual 
world), it is still the case that the knowledge base where the belief’s conse-
quences are not added is more coherent than the knowledge base where they 
are; we cope with the unsheddable belief simply by making the truth of the 
conditional depend on counterfactual situations where the belief is not unshed-
dable and everything functions normally. Although we cannot get to W in this 
way (because this requires us to shed the unsheddable), we can get as close as 
possible to it, as coherent and consistent as it is possible for us to be, by com-
plying with MODUS PONENS**. I will continue to talk of this as ‘making  
a counterfactual conditional true’ though I acknowledge that it is a non-stand-
ard interpretation of the phrase ‘counterfactual conditional’ and a non-standard 
version of the Ramsey test that I use to evaluate it. 
 This gives the right result in the case where we are aware that believing p 
is unsheddable and/or irrational. But what if we do not know this? There would 
not appear to be any inconsistency in this case, or therefore any obstacle to 
believing q. I admit that I am not really sure how to answer this, but one might 
bite the bullet: we actually should rationally prefer to believe q after all, and 
the reason that we have intuitions to the contrary and for accepting the No 
Rationality Without Autonomy claim is because when considering this sce-
nario we are ipso facto in the position of knowing that the belief is unsheddable 
and/or irrational, and take it in the same way that we take the case above where 
the subject also knows this and we should not rationally prefer to believe q. 
 This seems to work out like a version of Schroeder’s account of weak sub-
jective reasons; the belief that p does provide a subjective reason for believing 
that q even if p is irrational, as long, I would add, as we are not aware of that 
fact. Schroeder gives the following example: you see Tom Grabit leave the 
library, pull out a book from under his shirt and run away. On this evidence 
you form what appears to be a fairly safe conclusion that Tom has stolen  
a book. Suppose now that you learn that Tom is indistinguishable from his 
identical twin Tim. Now your conclusion is less safe – a 50-50 bet, in fact. On 
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learning further that there is a third identical sibling Tam it has now become 
more likely that your original belief that Tom stole a book is false than true. 
Objectively, Tom always had identical siblings and there was no good objec-
tive reason for the conclusion. Yet your belief-forming processes have func-
tioned correctly and your behaviour is rational, and this seems to imply that 
your beliefs generated reasons on their own. So, an unsheddable belief that you 
do not believe to be unsheddable generates a reason to believe its conse-
quences. Only knowledge that the original information was unsound, e.g., if 
after Tom leaves the library you hear a director saying ‘Cut!,’ are there no sub-
jective reasons at all for believing that Tom has stolen a book. Schroeder (2004, 
358) calls this complete undermining. Maybe knowledge of lack of autonomy 
could be considered as completely undermining – when an unsheddable belief 
is believed to be unsheddable, it no longer generates any reasons. However, 
remember that unsheddable beliefs are not always false or irrational since even 
malfunctioning processes will get things right sometimes. Throughout I have 
been assuming that unsheddability is an epistemic vice, but the reality may 
well be far more nuanced than this; our ordinary perceptual apparatus gives us 
beliefs that are in many respects unsheddable, but this is a feature of their 
proper functioning, rather than their malfunctioning. 

4. Conclusion 

 In this paper I considered several objections in the literature that the wide-
scope strategy did not avoid the consequence it was designed to avoid, namely 
that to comply with what rationality requires sometimes means believing the 
consequences of beliefs that are irrational or otherwise defective, whether you 
are aware of this defectiveness or not. This is typically because the belief 
named in the antecedent of the conditional is one that one cannot avoid having, 
for one reason or another (although there is no reason in principle why it is not 
a consequent that one cannot bring oneself to have that is not the source of the 
problem). Following a suggestion of Broome (2007, 37) I suggested that the 
problem is not with the scope of the conditional but the type of the conditional, 
and proposed that instead of a material conditional we should put in a condi-
tional that does not contrapose or detach, like a counterfactual conditional. 
Noting a similarity between the rational requirement of modus ponens and the 
Ramsey test, I suggested that we are rationally required to have those beliefs 
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that passed the Ramsey test. Then, I worked through some complications so 
that the conditional properly linked the beliefs themselves rather than their 
contents, coming up with: 

For all stable and normal reasoners, (B(p→ q)∧¬B(q)) → rationality 
requires (B(p) > B(q)) 

An interesting question I intend to leave open is whether rationality (or any-
thing else, for that matter) requires one to be a stable and normal reasoner; 
there is reason to think that what distinguishes the kind of rationality human 
cognizers enjoy in contrast to lower animals and that is necessary for autonomy 
is that we are able to reflect on our own practices and thought processes and 
that this is mentally represented by higher-order attitudes, but this is a far more 
general requirement than having these specific inferential dispositions to con-
vert between first- and second-order beliefs. 
 Another question that I intend to leave open is cashing out the clause, es-
sential to the Ramsey test, of minimal adjustment to maintain consistency. This 
goes beyond logical consistency and I envisage it as excluding certain para-
doxical cases like Moore-sentences, violations of the Law of Conditional Non-
Contradiction, and in particular using as a basis for belief revision a belief you 
believe to be not properly connected to reasons, for even if this belief is true 
and you take it or believe it to be such, any kind of closure, whether under 
deductive entailment or some more limited principle, will result in a network 
of beliefs that is fundamentally unsafe. It is an essential part of my analysis 
that the rational requirement should be formulated in such a way as to make 
believing the consequences of such a belief rationally impermissible, for even 
though by having this belief one would maintain consistency between the be-
liefs named in the conditional, because of the bad history of the antecedent 
belief it is still more consistent over all (because of the comparative closeness 
of the counterfactual world in which there is no bad history) not to believe its 
consequences. However, consistency cannot be construed so widely as to 
smuggle in all the requirements of rationality that it is being used to explain, 
or to reduce to the claim that the beliefs we are rationally required to have are 
those that are best all things considered, for although this is undoubtedly true 
there do seem to be local requirements that are no less strict for the fact that 
sometimes global requirements may require us to violate them. Perhaps the 
way to do this would be to exclude normative beliefs from the body of 



202  D A V I D  B O T T I N G  

knowledge, although evaluative beliefs will be necessary, for it is these that 
would comprise the subject’s being conscious of the fact that she would be 
making her own epistemic situation worse in the scenarios in question. 
 One final thing to note is that the rational requirement of modus ponens 
involves belief in the material conditional p → q. I have not been much con-
cerned with the credentials of this belief or how it has emerged. However, the 
Ramsey test for the conditional p > q seems to follow equally as for the material 
conditional, and suggests that the rational requirement can be further general-
ized to say: 

For all stable and normal reasoners, (B(p > q)∧¬B(q)) → rationality 
requires (B(p) > B(q)) 

This seems to successfully rule out subjects consciously putting themselves in 
a worse epistemic situation than that from which they started. 
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ABSTRACT: According to a widespread view, deontic modalities are relative to norma-
tive systems. Four arguments in favour of this suggestion will be presented in this paper. 
Nevertheless, I have proposed and defended an analysis of deontic modalities in terms 
of Transparent Intensional Logic (TIL) that is non-relativistic (with respect to norma-
tive systems) and accommodates minimal semantics of TIL. This leads to a question 
whether one can do justice to arguments for deontic relativism and put forward a rela-
tivistic analysis of deontic modalities in TIL. The main aim of this paper is to amend 
the former analysis of deontic modalities in terms of TIL to incorporate both the stand-
ard (relativistic) view and the minimal semantics of TIL. 

KEYWORDS: Circumstances of evaluation – conflicts of obligations – deontic relativism 
– minimal semantics – normative systems – Transparent Intensional Logic. 

0. Introduction 

 Deontic operators such as “it is obligatory”, “it is forbidden” and “it is per-
mitted” are of a particular interest to descriptive deontic logic. These operators 
are sentential operators, i.e. as Dretske (1970, 1007) puts it, “when affixed to 

                                                           
1  I would like to thank M. Zouhar for his brilliant criticism, useful remarks and inter-
esting discussions. I am also indebted to L. Bielik, F. Gahér, I. Sedlár and the anony-
mous referees of Organon F. 
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a sentence or statement, they operate on it to generate another sentence or state-
ment.” The pre-theoretical meanings of these operators are called deontic mo-
dalities. I have proposed and defended an analysis of deontic modalities in 
terms of Transparent Intensional Logic (TIL);2 see Glavaničová (2015a; 
2015b). I will use the term “Δ-TIL” to refer to it. In sum, Δ-TIL makes a (se-
mantically based) distinction between implicit and explicit deontic modalities. 
The former are analysed as properties of propositions and the latter as proper-
ties of propositional constructions. The distinction proves to be useful in re-
solving deontic paradoxes, but also in analysing strong and weak permissions.3 
These are the main motivations for employing Δ-TIL. The analysis is non-rel-
ativistic4 and is in perfect line with the spirit of minimal semantics of TIL. On 
the other hand, there are substantial arguments in favour of deontic relativism. 
Deontic relativists argue that deontic expressions (and their meanings) are rel-
ative to various authorities (I will refer to them as “normative systems”). The 
main aim of this paper is to show that Δ-TIL can accommodate deontic rela-
tivism without violating its minimal semantics. 
 Section 1 presents four arguments in favour of deontic relativism. Section 
2 contains a brief summary of Δ-TIL. Section 3 introduces the problem of im-
plementing deontic relativism to Δ-TIL and section 4 suggests two possible 
solutions of this problem. Section 5 concludes the results and the final section 
examines some possible objections to the proposed analysis.  

1. A case for deontic relativism 

 We can state deontic relativism as follows:  

 (DR) Normative systems enter into the truth-conditions of some descrip-
tive deontic sentences. 

                                                           
2  TIL was comprehensively introduced in Tichý (1988). See also recent works on TIL, 
most notably Raclavský (2009), Duží, Jespersen & Materna (2010) and Duží & Materna 
(2012). I will briefly explain some basic notions of TIL in Section 2 of this paper. 
3  Hansson (2013) argues for the usefulness of the distinction between implicit and 
explicit permissions in a similar vein. 
4  Whenever I refer to relativism in the present paper, I have in mind deontic relativ-
ism, i.e. relativism with respect to normative systems. 
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Without loss of generality, we may confine our attention to deontic sentences 
of the form Oφ (i.e. φ is obligatory), since parallel arguments can be made for 
descriptive deontic sentences of the form Fφ and Pφ. Consequently, we may 
replace (DR) with: 

 (DRO)  Normative systems enter into the truth-conditions of some Oφ-
sentences. 

 The first argument in favour of deontic relativism then goes as follows: Let 
us consider a situation, where we talk about Oφ-sentences without mentioning 
any normative system. A person A asks a person B, whether some Oφ-sentence 
is true or not. It may happen that (i) B assigns a truth-value to a given Oφ-
sentence with respect to relevant normative system or (ii) B hesitates to answer 
the question and asks for further information. 
 Let P represent the sentence “Some men have more than one wife at a time” 
and let us look at examples of cases (i) and (ii): 

The case (i): Imagine that Mr. Fiable, an inhabitant of France, is in Saudi 
Arabia, asking one of its inhabitants, Mr. Amin, whether O¬P is true or not. 
Suppose that Mr. Amin is a reliable source of information about the legal 
system of Saudi Arabia. He supposes that Mr. Fiable’s question concerns 
the legal system of Saudi Arabia and replies that O¬P is false. From now 
on, Mr. Fiable will (truly) think that the legal system of Saudi Arabia per-
mits polygamy. 

The case (ii): Imagine that case (i) has never happened. Mr. Amin and Mr. 
Fiable are visiting Tilburg. Neither of them knows the Dutch legal system. 
Again, Mr. Fiable asks Mr. Amin, whether O¬P is true or not. In this case, 
Mr. Amin is not likely to make similar supposition as in the case (i). He 
would hesitate and ask which normative system the question concerns.  

However, in both cases, Mr. Amin was not able to assign a truth-value to O¬P 
without relativizing it to normative systems. Thus, both cases support (DRO). 
 The second argument in favour of deontic relativism has the following 
form: It is quite reasonable to demand that normative systems be internally 
consistent. The commonly employed system of deontic logic – Standard De-
ontic Logic (SDL), has an axiom that accommodates this requirement; cf. 
McNamara (2006, 207-208): 
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 (A1) All tautologous wffs of the language. 
 (A2) O(φ → ψ) → (Oφ → Oψ) 
 (A3) Oφ → ¬O¬φ 
 (R1) If ⊢ φ and ⊢ φ → ψ then ⊢ ψ 
 (R2) If ⊢ φ then ⊢ Oφ 

 In particular, it has an axiom A3, which tells us that if φ is obligatory, then 
its negation is not. As Goble (2000, 113) puts it, this principle “explicitly pre-
cludes conflicts of obligation”. However, different normative systems can give 
rise to conflicts of obligations (sometimes called normative contradictions or 
moral dilemmas). The conflict of obligation is a statement of the form 
Oφ∧O¬φ. Besides entailing normative conflicts, different normative systems 
can be explicitly contradicting each other. This happens when one normative 
system permits some φ (i.e. ¬O¬φ holds for such system), whilst the other does 
not (i.e. O¬φ holds for such system).5 
 Let Q represent the sentence “Antigone buries her brother Polynices”. Con-
sider the following story: 

The case of Antigone: Polynices is a (dead) traitor to the city. Creon is 
a king. The burial of Polynices is forbidden by Creon’s proclamation. 
Therefore, it ought to be the case that ¬Q (under human law). However, the 
soul of Polynices needs the proper burial of his body to proceed to the un-
derworld. Polynices should go to the underworld, so the gods demand his 
burial. Antigone is the only one who is willing to bury Polynices. There-
fore, it ought to be the case that Q (under divine law). 

 Therefore, we have both O¬Q and OQ. Consequently, we can derive a con-
tradiction by deriving ¬O¬Q or ¬OQ (by A3 and R1). SDL as it stands thus 
cannot consistently allow for conflicts of obligation even across different nor-
mative systems.  
 A possible solution is deontic relativism. Let OxA represent schematically 
the formula OA relativized to normative system x. We should amend A3 in 
such a way that if φ is obligatory (under a certain normative system x) then ¬φ 
is not (under that normative system); schematically:  

                                                           
5  Recall our first example concerning polygamy. 
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 (A3*) Oxφ → ¬O x¬φ 

The reasonable requirement of internal consistency is preserved, whilst the un-
reasonable requirement of consistency across various systems is dismissed: 
“Each set of norms or regulations is presumed to be internally consistent, and 
conflicts only emerge as a result of rivalry between sets of norms” (Goble 
2000, 117). Furthermore, remaining axioms and rules have to be decorated 
with subscripts too. Otherwise A3* would be useless in proofs. 
 The third argument is similar to the second one. It goes as follows: certain 
English text (namely well-known Contrary-to-Duty Paradox) is apparently 
consistent. However, its (most plausible) formalisation in SDL immediately 
leads to contradiction. Deontic relativism enables us to account for this prob-
lem in a simple and straightforward way. 
 Roderick Chisholm introduced so-called contrary-to-duty (CTD) impera-
tives as “imperatives telling us what we ought to do if we neglect certain of 
our duties” (Chisholm 1963, 33).6 The problem with CTD obligations can be 
set forth as an argument of the following form: 

 (P1) Sophie shall not kill. 
 (P2) It ought to be that if Sophie does not kill, she is not punished for 

killing. 
 (P3) If Sophie kills, she ought to be punished for killing. 
 (P4) Sophie kills. 

The text consisting of (P1)-(P4) is obviously consistent. However, its most 
plausible formalisation in SDL is inconsistent:  

 (P1’) O¬A  
 (P2’)  O(¬A → ¬B)  
 (P3’)  A → OB  
 (P4’)  A 

                                                           
6  Throughout this paper, I will ignore the difference between descriptive and declar-
ative (modes of) deontic sentences. While the distinction constitutes an interesting and 
widely discussed problem for deontic logic, it does not affect my arguments. 
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 1. OB       R1, P3’, P4’ 
 2. O(¬A → ¬B) → (O¬A → O¬B)  A2 
 3. O¬A → O¬B    R1, P2’, 2 
 4. O¬B      R1, P1’, 3 
 5. OB → ¬O¬B    A3  
 6. ¬O¬B      R1, 1, 5 
 7. ⊥       A1, 4, 6   

 We can solve CTD problem via deontic relativism treating primary and 
secondary subsystems of certain normative systems as different normative sys-
tems. Subsequently, we acquire relativistic version of our argument:  

 (P1*) On¬A  
 (P2*) On(¬A → ¬B)  
 (P3*) A → OmB  
 (P4*) A  

 1. OmB       R1*, P3*, P4* 
 2. On (¬A → ¬B) → (On¬A → On¬B)  A2* 
 3. On¬A → On¬B    R1*, P2*, 2. 
 4. On¬B      R1*, P1*, 3. 
 5. OmB → ¬Om¬B    A3*  
 6. ¬Om¬B     R1*, 1., 5. 
 7. On¬B → ¬OnB    A3*  
 8. ¬OnB      R1*, 4., 7.  

 Inconsistency is thus avoided, for the set {On¬B, ¬Om¬B, ¬OnB, OmB} is 
consistent. Therefore, deontic relativism can solve the CTD paradox. However, 
this is clearly not the only possible solution to the CTD paradox (cf. Goble 
2013). Nevertheless, it illustrates the usefulness of deontic relativism.  
 Finally, let us consider the fourth argument in favour of deontic relativism. 
This argument takes its inspiration from Lou Goble, though his aims are dif-
ferent from ours. Obviously, the opponent of deontic relativism can still reject 
the axiom scheme A3 Oφ → ¬O¬φ. He can thus avoid the derivation of explicit 
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contradiction from the conflict of obligation. Yet, he has another problem, 
namely deontic explosion: the formula (Oφ ∧ O¬φ) → Oψ is still valid. There-
fore, as Goble (2000, 114) puts it, “if there is any conflict of obligation, then 
everything is obligatory.” We can give an axiomatic proof of that proposition 
(in SDL): 

 1. (φ∧¬φ) → ψ    A1 
 2. O((φ∧¬φ) → ψ)    R2, 1 
 3. O(φ∧¬φ) → Oψ    A2, 2, R1 
 4. φ → (¬φ → (φ∧¬φ))   A1 
 5. O(φ → (¬φ → (φ∧¬φ)))   R2, 4 
 6. Oφ → O(¬φ → (φ∧¬φ))   A2, R1, 5 
 7. O(¬φ → (φ ∧ ¬φ)) → (O¬φ → O(φ ∧ ¬φ)) A2 
 8. Oφ → (O¬φ → O(φ ∧ ¬φ))   A1, R1, 6, 7 
 9. (Oφ ∧ O¬φ) → O(φ ∧ ¬φ)   A1, R1, 8 
 10. (Oφ ∧ O¬φ) → Oψ    A1, R1, 3, 9 

Goble (2000, 113) claims that any logic, which contains all of  

 (a) ⊢ (φ∧¬φ)→ψ, 
 (b) if ⊢φ → ψ, then ⊢Oφ → Oψ and  
 (c) ⊢ (Oφ∧Oψ) → O(φ∧ψ) 

will necessarily contain 

 (d) (Oφ∧O¬φ) → Oψ.  

 Suppose that we are in a situation where a conflict of obligation comes to 
play: the case of Antigone, the CTD paradox or some real-world moral di-
lemma. Furthermore, suppose we reject deontic relativism as well as the ax-
iom scheme A3. The derivation of explicit contradiction from conflict of ob-
ligation is thus avoided. Yet we derive Oψ for any formula ψ whatsoever. 
This result is obviously counterintuitive and poses a problem for the oppo-
nent of deontic relativism. One possible solution is to repudiate one of (a)-
(c). Another one is to adopt deontic relativism, since this does not pose a 
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problem for deontic relativist: The theorem (d) is still valid. Yet we cannot use 
it, since all we have is a formula of the form Onφ∧Om¬φ, which does not 
constitute a genuine conflict of obligation (i.e. it is not the formula of the form 
Oxφ∧Ox¬φ). 

2. Δ-TIL and its minimal semantics 

 Δ-TIL is a part of the system of TIL. For this reason, there is a need to intro-
duce TIL briefly. Furthermore, there is a need to explain semantic minimalism 
of TIL. 
 The first comprehensive account of TIL was provided by Pavel Tichý in 
The Foundations of Frege’s Logic. TIL is a hyperintensional partial lambda 
calculus with types. It is the logic of constructions. Construction is a hyperin-
tensional, structured entity, a theoretical explicate of the notion of meaning. 
TIL employs six different kinds of constructions, most important among them 
are variables, trivialisation, composition, and closure. Tichý devised an objec-
tual analysis of variables (so variables are understood as full-fledged objects). 
A variable is a construction that constructs an object with respect to some val-
uation; notation w, t, x, y… (possibly with subscripts). Trivialisation is a simple 
construction which picks out an object and returns the very same object; nota-
tion ⁰X. Composition is a construction that applies a function to some argu-
ments and returns the value of this function on the given arguments (if there is 
such a value); notation [X Y1…Yn]. Composition has its syntactic surrogate in 
lambda calculus, namely application. Closure is a construction that construes 
a function by abstraction; notation [λx1…xn Y]. Closure has its syntactic surro-
gate in lambda calculus too, namely lambda abstraction. 
 It is quite common in TIL to use four basic types: ο for two truth-values, ι 
for individuals, τ for moments of times (or real numbers), and ω for possible 
worlds. Constructions have higher order atomic types *n (n∈ℕ). These atomic 
types are the building blocks, and all mathematically possible functions are 
built upon them (as is quite common in lambda calculus). For instance, propo-
sition is a function from world courses to truth-values, i.e. it has a type ((οτ)ω), 
in an abbreviated form οτω; property of individuals has a type οιτω; set of prop-
ositions has a type (ο(οτω)) and so on. Constructions of propositions (proposi-
tional constructions) are theoretical explicates of philosophically important no-
tion of structured proposition. 
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 The semantics of TIL is in accordance with semantic minimalism. Accord-
ing to semantic minimalism, as Borg (2009) puts it, “syntax provides the sole 
route to semantic content.” Yet there are two characteristic versions of seman-
tic minimalism (see Zouhar 2012, 708-713).7 According to the first version of 
semantic minimalism, “[t]he semantic content of a sentence S is the content 
that all utterances of S share. It is the content that all the utterances of S express 
no matter how different their contexts of use are” (Cappelen & Lepore 2005, 
143). According to the second version of semantic minimalism, 

literal meaning is held to be entirely context-invariant – a sentence, indi-
viduated in terms of its syntax, possesses the very same meaning no matter 
when, where, or by whom it is produced. (…) [A]s far as semantics is con-
cerned, we should (…) concentrate just on the meaning of sentence-types 
as formal objects of study. (Borg 2004, 215) 

 This second version of semantic minimalism is closer to the semantics of 
TIL. However, these issues have not been extensively discussed yet. Sufficient 
examination of background syntactic theory of TIL is needed for a sufficient 
examination of minimal semantics of TIL. In any case, background syntactic 
theory of TIL needs to distinguish between surface structure and deep structure 
(or logical form) of expressions. This is so because the constructions of TIL 
involve modal and temporal variables, despite the fact that such variables are 
not present in surface structure of (empirical) expressions, but only in deep 
structure. It is this deep structure what constitutes the relevant basis for seman-
tic analysis. Moreover, the semantic analysis is context invariant. Surely, one 
needs context to find the intended meaning, yet one does not need context to 
find the literal meaning. The apparent semantic function of context is ex-
plained away by ambiguity. Finally, since TIL has minimal semantics, Δ-TIL 
(as a part of TIL) has to adopt semantic minimalism too. 
 Let me now briefly introduce Δ-TIL. Deontic operators O, P and F stand 
for implicit deontic modalities. Implicit deontic modality is a function from 
world courses (i.e. a function from possible worlds to function from moments 
of time) to sets of propositions. Deontic operators O*, P* and F* stand for ex-
plicit deontic modalities. Explicit deontic modality is a function from world 
courses to sets of constructions. 

                                                           
7  For further discussion of semantic minimalism (and its competitors), cf. Zouhar 
(2011). 
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 Δ-TIL assumes that a sentence of the form “A is obligatory” is true sim-
pliciter, as one can see from the truth-conditions stated below. Let ⁰T con-
structs the truth-value True, ⁰F constructs the truth-value False and let C be a 
construction of a proposition. We write α : β if and only if (iff) α construes the 
same object as β (with respect to some valuation).8 The truth-conditions of 
formulas involving O and O* are then as follows:9 

 ⁰T : [⁰Owt C] iff C ∈ Owt 
 ⁰F : [⁰Owt C] otherwise. 

 ⁰T : [⁰O*
wt ⁰C] iff ⁰C ∈ O*

wt 

 ⁰F : [⁰O*
wt ⁰C] otherwise. 

 Similarly, for P and P*. The truth-conditions of formulas involving F and 
F* are defined in the standard way via O and O* (i.e., something is forbidden 
iff its negation is obligatory). The following schema represents the analysis of 
the expression “it is obligatory, that”: 
 

 
 
 
 
 Note that when someone asserts that It is obligatory that A, it is ambiguous. 
The analysis (i), but also the analysis (ii) is correct. Surely, one can conse-
quently ask which one is the preferred analysis. There is a way to answer such 
a question: namely, by answering additional question, whether the individual 
in question is talking about explicitly formulated obligations of about implicit 
consequences of some explicitly formulated obligations. Yet this is a step be-
yond the realm of semantics. 
                                                           
8  This definition employs the notion of match, introduced by Pavel Tichý; see Tichý 
(1982, 64-65). 
9  We will use an arbitrary construction X with lower-case „wt” in a standard way as 
an abbreviation for [[X w] t]. 

sentential operator sense reference 

it is obligatory that (i) 0O 
(ii) 0O* 

(i) (ο(οτω))τω 

(ii) (ο*n)τω 
expresses constructs 

denotes 
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3. The problem 

 The problem can be stated this way: How to amend the analysis to be both 
in line with deontic relativism and semantic minimalism? There are at least 
two possible solutions: 

we might seek to complicate the syntax of natural language sentences, pos-
iting a range of ‘hidden indexicals’ which provide the syntactic triggers for 
the additional context-sensitivity (…) [or] introduce additional complexity 
into the way in which sentences map to truth-conditions, holding that the 
context-sensitivity (…) lies within the circumstances of evaluation, not in 
a truly indexical content for sentences. (Borg 2009, 424) 

The former is characteristic of indexicalism. However, we want the analysis to 
accommodate semantic minimalism (recall that Δ-TIL is a part of TIL, so it 
should be consistent with TIL). Hence, we will consider minimal indexical-
ism10 rather than mere indexicalism. What does it mean for Δ-TIL? A free var-
iable ranging over normative systems would occur in deontic construction. 
Therefore, this construction would be open and we would need the process of 
completion (saturation – see Bach 1994) for obtaining a closed construction. 
Normative systems would thus belong to the context of use11 and expressions 
denoting them would function just like indexicals. If normative systems belong 
to the context of use, one needs to specify them to determine what has been 
said.  
 The latter option is characteristic of (non-indexical) relativism. In this 
case, a lambda-bound variable ranging over normative systems would occur 
in deontic construction. Therefore, we gain closed construction, but it would 
not be a propositional construction anymore, since additional parameter for 
normative systems would be present in its type. Normative systems would 
thus belong to the circumstances of evaluation and would function just like 
possible worlds (and moments of time). If normative systems belong to the 

                                                           
10  Minimal indexicalism was introduced by Marián Zouhar. For the most comprehen-
sive account, see Zouhar (2011). 
11  The distinction between context of use and circumstances of evaluation was intro-
duced in Kaplan (1989) (written already in 1977). For further discussion, see Zouhar 
(2013a). 
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circumstances of evaluation, one needs to specify them to determine truth-
values of deontic sentences in question. 

4. The two possible solutions 

 To begin with, let us look at a more detailed version of the previous analy-
sis. The deontic sentence “C is obligatory” was supposed to represent either (i) 
the implicit deontic construction [λwλt [⁰Owt C]] or (ii) the explicit deontic 
construction [λwλt [⁰O*wt ⁰C]]. The construction [λwλt [⁰Owt C]] is an abbre-
viation for [λwλt [[[⁰O w] t] C]]; the construction [λwλt [⁰O*wt ⁰C]] abbreviates 
[λwλt [[[⁰O* w] t] ⁰C]]. 
 We need to add variables for normative systems. This leads to a problem: 
What is the proper type of normative systems? This remains, however, an open 
question. One option is to add a further atomic type to the basis. However, for 
the purposes of this paper, it will suffice to analyse them simply as individuals 
(note that even individual authorities such as parents, teachers, emperors etc. 
can be integrated into this framework). Therefore, variables for normative sys-
tems will be individual variables, so they will construe individuals, in technical 
notation n →v ι (we read this as “n v-construes an individual”). The operator O 
will represent a function from individuals to properties of propositions, in tech-
nical notation O/(οοτω)τωι. The operator O* will represent a function from in-
dividuals to properties of propositional constructions, in technical notation 
O*/(ο*n)τωι. Remaining types are w →v ω (w v-constructs a possible world, i.e. 
w is a possible-world variable) and t →v τ (t v-constructs a moment of time, i.e. 
t is a time-moment variable). 

4.1. Minimal indexicalism 

 Δ-TIL combined with minimal indexicalism offers the first possible solu-
tion. The analysis of some Oφ-sentence will be 

 (1.1) implicit deontic construction [λwλt [[[[⁰O n] w] t] C]] or  
 (1.2) explicit deontic construction [λwλt [[[[⁰O* n] w] t] ⁰C]]. 

 As we can see, the constructions in (1.1) and (1.2) are open, since they 
contain a free variable n. The evaluation (saturation) of this variable is needed 
to acquire a propositional construction. 
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4.2. Non-indexical relativism 

 Δ-TIL combined with non-indexical relativism offers the second possible 
solution. The analysis of some Oφ-sentence will be 

 (2.1) implicit deontic construction [λnλwλt[[[[⁰O n] w] t] C]] or  
 (2.2) explicit deontic construction [λnλwλt[[[[⁰O* n] w] t] ⁰C]]. 

 As we can see, constructions in (2.1) and (2.2) are closed (because all var-
iables are bound by lambda abstractors). Note that as a straightforward conse-
quence of this analysis, constructions in (2.1) and (2.2) are no longer proposi-
tional constructions, and subsequently, deontic sentences do not denote prop-
ositions (in the standard sense) anymore. 

5. Concluding remarks 

 Either way, the evaluation of n is needed for a truth-evaluation of certain 
Oφ-sentence. Is it plausible? Let us recall our examples from the first section. 
We might (reasonably) hesitate to answer a question such as “Is φ obligatory?”, 
since for a truth-evaluation of the sentence of the form Oφ, we need to check 
the normative system in question. If no normative system is given at all, we do 
not know what to check. This result is in perfect accordance with the above 
presented analysis. 
 Finally, we may ask which of the competing options is better. Since in de-
ontic sentences there is no explicit reference to normative systems (exactly as 
no explicit reference to possible worlds and moments of time), the second op-
tion seems more plausible. Yet the first option is feasible too. Further research 
is needed to examine them. 

6. Response to possible objections 

 This section will anticipate some possible objections to the analysis and 
respond to them. To begin with, one can accept deontic relativism proposed in 
section 1 without thereby accepting the version of deontic relativism proposed 
in section 4. Certainly, there are alternative theories designed to account for 
the problems described in section 1: namely contextualism, ambiguity theory, 
subjectivism and objectivism; cf. MacFarlane (2014, 280-285). 
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 To put it simply: Contextualists claim that there is just one word “obliga-
tory”, but since this word is context-sensitive, different contexts assign differ-
ent meanings to this word. Ambiguity theory claims that there are many words 
“obligatory1”, “obligatory2”, …, with different meanings corresponding to 
them. Subjectivism claims that “obligatory” is relative to the normative system 
the speaker has in mind. Objectivism claims that “obligatory” is relative to the 
most general (common, important…) system of norms.  
 Yet none of them is able to explain disagreements.12 Let M represent the 
sentence “The Maori children learn the names of their ancestors”. Sophie as-
serts that OM is true, whilst Pavel asserts that OM is false. As regards the sen-
tence OM, they are in a disagreement. How is it possible? Easily: Sophie thinks 
of the tribal laws Maoris have and Pavel thinks of the official law in New Zea-
land, however, they are talking about the same sentence with the same mean-
ing. It is this sentence (and its meaning) what is the subject matter of their 
disagreement.  
 According to contextualism, they use the same word “obligatory”, but con-
texts assign different meanings to this single word. They are both right, they 
assert the same sentence, but with different meanings. There is thus no disa-
greement. The same holds for subjectivism. According to ambiguity theory, 
they use different words (with different meanings). Again, they are both right. 
Yet they assert different sentences (with different meanings). Hence, there is 
again no disagreement. According to objectivism, they use the same word “ob-
ligatory”, which is relative to the “universal law” (whatever it is). Yet, it is 
problematic to say what this so-called universal law is supposed to be. 
 Can deontic relativism solve the problem of disagreements? That is beyond 
doubt, since Sophie and Pavel are in a disagreement about a certain sentence 
with certain meaning. However, the meaning of this sentence needs evaluation 
(or saturation) of deontic variables for a truth-evaluation of the sentence. In our 
case, such evaluation (or saturation) will reveal the fact that Sophie and Pavel 
were thinking about different normative systems. Strictly speaking, they can 
be both right, because (free or lambda-bound) variables for normative systems 
will be evaluated differently. This does not necessarily mean the end of disa-
greement: Sophie and Pavel can still disagree about the preferred normative 
system. 

                                                           
12  The argument takes its inspiration from MacFarlane (2014, 280-285) and Kratzer 
(1977, 338). 
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 Moreover, there are further disadvantages of alternative theories. Firstly, 
contextualism is worse than minimal indexicalism for methodological rea-
sons (see Zouhar 2013b). Secondly, ambiguity theory causes annoying pro-
fusion of “oughts”; (see Jackson 1991, 471; and MacFarlane 2014, 284). 
Similarly, contextualism causes annoying profusion of oughts. Finally, the 
objective sense of “obligatory” is too general. We usually use this word in 
talking about different legal systems, moral codes or tribal laws and so on. 
We can thus conclude that “obligatory” we are using in natural language is 
not the objective one. 
 Furthermore, one can accept deontic relativism without thereby accepting 
semantic minimalism. It is not the purpose of the present paper to criticize all 
the alternatives to semantic minimalism. Rather we outline some positive rea-
sons, inspired by Cappelen & Lepore (2005, 151-154). Firstly, semantic mini-
malism does not end up requiring that semanticists do metaphysics. Fortu-
nately, minimalism does not require of semantics to answer the question “What 
is obligation?” which is far beyond the borders of semantics. Secondly, 

[it] can account for how the same content can be expressed, claimed, as-
serted, questioned, investigated, etc. in radically different contexts. It is this 
content that enables audiences who find themselves in radically different 
contexts to understand each other, to agree or disagree, to question and de-
bate with each other. (Cappelen & Lepore 2005, 152) 

 Moreover, it “can account for how Inter-Contextual Disquotational Indirect 
Reports can be true where the reporter and the reportee find themselves in rad-
ically different context…” (Cappelen & Lepore 2005, 152). Suppose the 
speaker S utters the sentence “A is obligatory”. We can (truly) utter the sen-
tence “S said that A is obligatory.” Semantic minimalism can explain this fact, 
since it admits certain common content – in particular, the (minimal) semantic 
content of the sentence “A is obligatory”. 
 Finally, one can accept deontic relativism without thereby accepting that 
deontic operator is relative to a particular (explicitly unspecified) normative 
system. We claim that a formula of the form Oφ means that φ is obligatory 
under a particular normative system. However, it seems that many other 
quantifiers can be employed. Let us discuss at least the applicability of exis-
tential and universal quantifiers. Hence, Oφ can mean (E) φ is obligatory 
under some normative systems or (A) φ is obligatory under all normative 
systems. 
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 We can make use of the example discussed in section 1. Again, let P rep-
resent the sentence “Some men have more than one wife at a time”. Consider 
the following situations: 

The case of polygamous Saudi Arabia: Mr. Fiable, an inhabitant of 
France, is in Saudi Arabia, asking one of its inhabitants, Mr. Amin, whether 
O¬P is true or not. Mr. Amin is a reliable source of information about the 
legal system of Saudi Arabia. He supposes that Mr. Fiable’s question con-
cerns the legal system of Saudi Arabia and replies that O¬P is false. From 
now on, Mr. Fiable will (truly) think that the legal system of Saudi Arabia 
permits polygamy. However, the option (E) claims that O¬P is true because 
there is at least one normative system, which forbids P (e.g. the legal sys-
tem of France). Yet it seems that Mr. Amin was right in claiming the op-
posite. 

The case of monogamous France: Mr. Amin is in France, asking Mr. Fiable 
whether O¬P is true or not. Mr. Fiable is a reliable source of information 
about the French legal system. He supposes that Mr. Amin’s question con-
cerns the French legal system and replies that O¬P is true. From now on, Mr. 
Amin will (truly) think that the French legal system forbids polygamy. How-
ever, an option (A) claims that O¬P is false, because there is at least one 
normative system, which permits P (e.g. the legal system of Saudi Arabia). 
Yet it seems that Mr. Fiable was right in claiming the opposite. 

 The answer “O¬P is false” was expected in the case of polygamous Saudi 
Arabia. Yet according to (E), O¬P is true, since there is at least one norma-
tive system, which forbids P. Hence, the option (E) gives a wrong prediction. 
Moreover, the answer “O¬P is true” was expected in the case of monoga-
mous France. Yet according to (A), O¬P is false, since there is at least one 
normative system, which permits P. Hence, the option (A) gives a wrong 
prediction.  
 Certainly the argument demonstrates only the insufficiency of analysing 
Oφ-sentences in a fashion suggested by (E) or (A). This result is sufficient for 
the present purposes. Note, however, that it does not demonstrate their useless-
ness. We can employ such quantifiers when needed. For instance, we can use 
them to analyse sentences such as “It ought to be the case that φ under some 
system of norms” and “It ought to be the case that φ under any system of 
norms”. Furthermore, we can use restricted quantifiers. 
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ABSTRACT: The paper deals with the paradoxes of inference and analysis. It attempts to 
show what is specific about these paradoxes. They have got a lot in common. Often, 
they are not considered paradoxes in the strict sense at all. Moreover, they both raise 
the same problem: How can the requirements of correctness and informativeness be 
both met for inference and for conceptual analysis? The strategies developed to address 
the problem are similar for both cases. In the paper, I claim that the paradoxes have 
common origins. This claim is supported by comparing different strategies adopted to 
resolve the problem. Regarding their origins, both paradoxes share the epistemological 
framework that is grounded in Aristotle’s theory of science. This is related to the prob-
lem of implicit knowledge, which is a variation on a dilemma formulated by Plato in 
his Meno. Aristotle’s solution to the dilemma of Meno is discussed and considered as 
another plausible strategy for dealing with the paradoxes of inference and analysis. 

KEYWORDS: Aristotle – pre-knowledge – the paradox of analysis – the paradox of in-
ference.  

0. Introduction 

 This paper focuses on two remarkable paradoxes related to the subject of 
rational cognition, namely the paradoxes of inference and analysis. The objec-
tive is to investigate the nature of these paradoxes and to somehow resolve 
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them. The structure of the paper is as follows: first, I briefly introduce both 
paradoxes and, by comparing them, I come to their common source, pre-exist-
ent knowledge. After that, I outline a very interesting conception of this subject 
as offered by Aristotle in Analytics. Then I apply this concept to both paradoxes 
and, thus, offer it as their common solution. To keep it simple, I try to present 
all paradoxes in the simplest form possible, i.e. in the form of a simple syllo-
gism.  

1. Introducing the paradoxes  

1.1. Paradox of inference1 

 To keep it simple, this paradox can be presented in the form of the follow-
ing argument: 

Valid inference from true premises is a good tool  
for expanding knowledge. 

Valid inference does not provide any new knowledge. 
—————————————————————————— 

Some good tools for expanding knowledge do not  
provide any new knowledge. 

Commentary on individual parts of the argument: 
 The first premise (“Valid inference from true premises is a good tool for 
expanding knowledge”): Many philosophers believe that the tools or means for 
how we get to know the world around us are our senses and reason. For now, 
we can leave the manner, competence, and mutual relationship between both 
means of knowledge aside; the only important matter is that inference defi-
nitely belongs among the methods that reason – a tool of knowledge – “works 
with”. Thus, what we assign to rational knowledge as a whole is also relevant 
for inference. This opinion is also for many people the reason why philoso-
phers (or scientists) should – to some extent – master the discipline which, 
above all, applies inference, i.e. logic. The first premise is, therefore, a compact 

                                                           
1  The origin of the paradox definitely goes back to Classical Antiquity, its modern 
form and name were coined by Cohen & Nagel (1934, 173). 
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expression of this conviction (the word “good” should emphasize that it is  
a functioning, not a damaged tool). 
 The second premise (“Valid inference does not provide any new 
knowledge”): It contains a finding that many philosophers and logicians come 
to when facing the question of what generally justifies a specific conclusion 
from given premises. For instance, let us consider the popular syllogism “all 
men are mortal; Socrates is a man; thus, he is also mortal”. We often face the 
opinion that a conclusion is based on premises because it is in them somehow 
– implicitly – contained. In our case, Socrates’ mortality is given by the fact 
that as a man he belongs to creatures that the first premise mentions. If the 
conclusion is contained in the premises before its actual inference, then it 
seems that the explicit statement of the conclusion cannot provide any new 
information which would not have already been in the premises, ergo, infer-
ence does not provide any new knowledge. In this sense, old sceptics – or more 
recently, J. S. Mill (see Mill 1882, 228) – criticised inference. We can come to 
the same conclusion by considering the famous Deduction Theorem. It states 
that every deductively valid argument can be transformed into tautology (in 
the form of implication where the conjunction of premises forms an antecedent 
and the conclusion a consequent of implication). In a widely accepted under-
standing of tautology, it does not provide any new information about the world. 
If it is therefore possible to equivalently transform deductively valid inferences 
to tautologies and tautologies do not provide any new knowledge, then also the 
deductively valid arguments do not provide any new knowledge; ergo, infer-
ence does not provide any new knowledge.  
 The conclusion (“Some good tools for expanding knowledge do not pro-
vide any new knowledge”): It is correctly inferred from the given premises, 
specifically it is the syllogistic mood Felapton. It is also seemingly strange; 
analogically we could, for instance, say that a good tool to hammer nails does 
not hammer nails. It either is not a good tool for hammering nails and then 
we should not take it for one or it makes sense and then it can crack down on 
those nails, despite our opinion – and yet, both simultaneously are impossi-
ble.  
 We, consequently, have premises here which are at least in some philo-
sophical and logical communities quite commonly used, but together they 
come to an absurd conclusion. A false conclusion, correctly inferred from 
premises, clearly indicates that (at least) one premise is false; at least one of 
the given, rather widely accepted opinions is, thus, false.  
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 Given that the second premise seems to contain hardly questionable results 
of logic, the more common strategy of how to contest the inference paradox is 
by questioning the truth of the first premise (see the aforementioned ancient 
sceptics or J. S. Mill). Consequently, we have to revise the opinion regarding 
the role of inference in human cognition.  
 The less common strategy is questioning the second premise, i.e. question-
ing the belief that a conclusion does not provide new information. That the 
conclusion is “somehow” contained in the premises cannot be challenged, 
therefore they mostly use redefinition or distinction of the terms novelty and/or 
information.2 
 It is worth remembering that for modern logics the locus classicus of the 
inference paradox is the publication by Cohen and Nagel, An Introduction to 
Logic and Scientific Method from 1934 (see Cohen & Nagel 1934). It defines 
the inference paradox in the following way: 

If in an inference the conclusion is not contained in the premises, it cannot 
be valid; and if the conclusion is not different from the premises, it is use-
less; but the conclusion cannot be contained in the premises and also pos-
sess novelty; hence inferences cannot be both valid and useful. (Cohen & 
Nagel 1934, 173) 

Cohen and Nagel thus understand it as a dilemma between validity and useful-
ness. The concept of usefulness is worth considering – a valid inference is seen 
useless because it does not provide any new information. Thus, the criterion 
for usefulness of an inference is that it provides new information. We will see 
later that Aristotle approached it differently.  

1.2. Paradox of analysis  

 This paradox is most often formulated as a dilemma when analysis is said 
to be either correct or informative, but never both. Thus, dilemma is surprising 
because the possibility of a correct and at the same time informative analysis 
is often considered unproblematic. If converted into a simple argument, we 
could present it in the following way:  

                                                           
2  See, e.g. Duží (2006), or Duží (2010). Needless to say that the redefinition or dis-
tinction is not the whole solution, but only a part of the more complex argumentation. 
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Correct analysis is a good tool for expanding knowledge. 
Correct analysis does not provide any new knowledge. 

—————————————————————————— 
Some good tools for expanding knowledge do not provide  

any new knowledge. 

Commentary on the individual parts of the argument: 
 The first premise (“Correct analysis is a good tool for expanding 
knowledge”): Here almost the same applies as in the commentary on the first 
premise of the inference paradox: analysis, a mental decomposition or a break-
down of a given compound into its constituent components, is understood as 
one way of how reason – a tool of knowledge – “works”. If it holds true that 
reason is really a good tool for getting to know the world, then the same holds 
for analysis. 
 The second premise (“Correct analysis does not provide any new 
knowledge”): The specific problem here was established by the British philos-
opher, G. E. Moore (originally in Moore 1903, 7) and it is, let us say, of  
a semantic nature. It states that if we have, for instance, an analysed concept 
(an analysandum) and an analysing concept(s) (or analysans), then the basic 
requirement of a correct analysis is that all that the analysandum contains must 
be also contained in the analysans and vice versa, thus, analysandum = analy-
sans. If the analysans contained something that was not in the analysandum, it 
would have been an incorrect analysis. Taking an analogical example from the 
analysis of physical things, a traditional component of military training was to 
disassemble a soldier’s machine gun down to its components and to reassemble 
it again. If the soldier conducted the disassembly correctly, then he dismantled 
the machine gun into and only into the parts that it was composed of – if any 
additional component appeared, it could not have come from the dismantled 
machine gun and the disassembly had not been performed correctly (or alter-
natively, it was a disassembly of the machine gun and something else). If the 
analysans cannot contain what was not in the analysandum to begin with, then 
no correct analysis can come up with something new, ergo, analysis does not 
provide any new knowledge. 
 The conclusion (“Some good tools for expanding knowledge do not pro-
vide any new knowledge”): It is completely analogical to the paradox of infer-
ence with the modification that the “some” in each paradox targets a different 
tool for expanding knowledge. Solution strategies are also similar: 
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 The more common strategy is to oppose the first premise, i.e., in some 
sense revise the view on the role of analysis in human knowledge. This revision 
– seemingly absurdly – appears in analytical philosophy, that is, a philosophi-
cal stream which has analysis in its very title and which focuses its very phil-
osophical work on rigorous analysis. However, the absurdity is only illusory. 
Analytical philosophers, who reject the first premise of the paradox of analysis, 
do not wish to claim that the result of their analytical work is new information 
about the world; they do not wish to compete with sciences. In other words, 
philosophy – in their understanding – is not a theory but an activity.3 
 Another used strategy is to question the second premise. In this case, it 
usually means specification of what exactly the equal sign between the analy-
sandum and the analysans relates to: whether to language expressions, mean-
ings, or (non-language) objects depicted by these expressions. 

1.3. The two paradoxes compared 

 The preceding text should anticipate the similarity of both paradoxes. For 
better illustration, let us present them again, but this time together: 

Valid inference from true premises is a good tool  
for expanding knowledge. 

Valid inference does not provide any new knowledge. 
—————————————————————————— 

Some good tools for expanding knowledge do not  
provide any new knowledge. 

Correct analysis is a good tool for expanding knowledge. 
Correct analysis does not provide any new knowledge. 

—————————————————————————— 
Some good tools for expanding knowledge do not provide  

any new knowledge. 

 The similarity of both paradoxes should definitely not be only about the 
possibility to convert them into almost identical syllogisms. On the contrary, 
that we can present them in this way is but one indication of their similarity. 
These similarities are more numerous and deeper:  
                                                           
3  See Wittgenstein (2001, 4.112): “Philosophy is not a body of doctrine but an activ-
ity”. 
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 Above all – both are called paradoxes even though they are clearly different 
from typical and more famous paradoxes – such as the liar paradox, Russell’s 
paradox, etc. In my view, the main difference lies in the fact that the aforemen-
tioned, more typical paradoxes are based on premises or methods, where we 
cannot easily determine where and if there is any problem at all. They are par-
adoxes for the very reason that the drawing the absurd consequences from 
seemingly unproblematic premises is striking; it is not clear what is wrong. 
Our paradoxes often constitute some logical-noetic intuitions shared by a com-
munity but always rejected by many other experts. These statements are not 
unproblematic and their rejection does not seem that shocking or fatal. They 
are paradoxes almost literally – the term “paradox” refers to a situation, when 
various doxai, i.e., opinions or intuitions, go “against each other”. In our case 
it is the contradiction of various intuitions related to the role of rational 
knowledge, thus, being incompatible, together forming an absurd result. There-
fore, it concerns the divisions within the community of logicians and philoso-
phers.  
 Furthermore – both paradoxes’ first premise is always a general statement 
on the role of the relevant component of reason for knowledge, while the sec-
ond premises capture a finding of a more logical or semantic nature. 
 Thirdly – the second premise always captures a logical-semantic piece of 
knowledge, i.e., from a sphere that enjoys a relatively high level of authority. 
This fact gives rise to the attempts to solve the paradoxes by criticizing the 
first, more of a philosophical (specifically noetic) premise. 
 Fourthly – paradoxes form relatively simple arguments, where it is difficult 
to question the fact that the conclusions really follow from these premises, thus, 
the attempts to question the second premise most commonly use the method of 
concept distinction, specifically concepts of novelty, information or equality. 
 Fifthly – the most significant similarity is related to a problem which is 
difficult and is the proper subject matter of both paradoxes. I believe it stands 
behind the reason why so many contradictory beliefs can arise about the same 
thing – it is the question of implicit knowledge or pre-existent knowledge. For 
both paradoxes, this problem is hidden in the second premise. In the case of 
the paradox of inference as stated above, the conclusion follows from the prem-
ises for the very reason that it is somehow – implicitly – contained in them. 
Yet, what does this really mean? If the conclusion is “in some way” in the 
premises, then this could mean that every validly inferred argument incorpo-
rates a mistake of the so-called reasoning in a circle, which is a situation when 
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the conclusion is one of the premises. Circular reasoning is a deductively valid 
argument, but is considered as faulty because it does not contain any new in-
formation compared to the premises, i.e., is trivial. If the fact that the conclu-
sion of every deductively valid argument is somehow contained in the prem-
ises means that the conclusion appears in the premises then every deductively 
valid argument is at the same time circular reasoning, trivial and uninforma-
tive. On the other hand, we have rich experience, especially with more complex 
arguments, arguments with more and/or complicated premises where the con-
clusion is really surprising and we are inclined to believe that the conclusion 
is new information for us. Thus, it seems that the situation when the conclusion 
is implicitly contained in the premises is not simply a situation where the con-
clusion is one of the premises as would be the case of circular reasoning. In-
formation contained in the conclusion is somehow already present for us in the 
premises, but at the same time we know it in a somewhat different way than 
we know the premises. 
 In the case of the paradox of analysis, we can understand analysis generally 
as decomposition, as breakdown of a whole into its components. When decom-
posing a whole, we have to have this whole available, it has to be somehow 
given to us – as a whole with all its components. Analysis can be correct for 
the very reason that if we are decomposing a given whole and not something 
else, then what we get are parts of this whole and not something else. This 
should, however, mean that a correct analysis cannot provide anything new 
because the parts obtained by analysis had already been somewhat available 
when we had the whole thing in front of us prior to commencing the analysis. 
It is as with the soldier who disassembles his machine gun – before he starts 
the dismantling, he has a machine gun in front of him, i.e., the whole with all 
its components. When he starts to disassemble the machine gun, then every-
thing he gets, for instance lock frame or striker, he had already somehow at his 
disposal at the moment when he started the dismantling. On the other hand, 
analysis of more complex concepts or statements can really strike us, it might 
surprise us that some parts of the analysans belong to this very analysandum. 
 The situation is, therefore, similar to that of the paradox of inference – on 
one hand the “result” (conclusion or analysans) is already somehow present 
in the given (premises or analysandum) and this very presence is the guarantee 
of correctness (of inference or analysis); on the other hand, the presence is 
such that its (re)emergence “in the result” can surprise us and is thus present 
only indirectly. We somehow know the conclusion and analysans in advance, 
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this pre-existent knowledge is a special type of knowledge which deserves spe-
cial attention. An insight into the nature of this pre-existent knowledge can 
simultaneously provide a way how to better understand the challenges of both 
paradoxes or even more provide a solution.  

2. Aristotle’s theory of pre-existent knowledge 

 In the next part, I would like to offer a very interesting – and, as far as I can 
see, also plausible – theory of pre-existing knowledge that Aristotle presented 
in some of his logical treatises. I would like to defend the plausibility of Aris-
totle’s concept by its very ability to solve the paradoxes of inference and anal-
ysis which, based on what was said above, I consider derived from the problem 
of pre-existing knowledge. 

2.1. Plato 

 Aristotle “inherited” this problem like many others from Plato. Given that 
Plato’s answer to this problem is his famous doctrine of ideas, we can claim 
that it could not have been a marginal issue for him. Thus, it is apt to further 
investigate how he handled it. It allows us to find out what, specifically, Aris-
totle responded to and in what form he took it over from Plato.  
 We can find a very concise introduction into the problem in Plato’s dia-
logue Meno. Socrates discusses with Meno the nature of virtue and demon-
strates to him the unsustainability of the definition of virtue as presented by 
Meno. Meno is at a loss as to how, and if at all, to continue. Socrates encour-
ages him and maintains that we should continue to pursue the definition of 
virtue. Yet, Meno objects: 

Why, on what lines will you look, Socrates, for a thing of whose nature you 
know nothing at all? Pray, what sort of thing, amongst those that you know 
not, will you treat us to as the object of your search? Or even supposing, at 
the best, that you hit upon it, how will you know it is the thing you did not 
know? 
I understand the point you would make, Meno. Do you see what a captious 
argument you are introducing—that, forsooth, a man cannot inquire either 
about what he knows or about what he does not know? For he cannot in-
quire about what he knows, because he knows it, and in that case is in no 
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need of inquiry; nor again can lie inquire about what he does not know, 
since he does not know about what he is to inquire. (Plato, Meno 80d-e) 

 All in all – it states the following dilemma: if we want to know something, 
then we have two options – we know or we don’t know the thing which we are 
discovering. If we know the thing we are discovering, then it makes no sense 
to commence with the discovery because we know it already. If we don’t know 
the thing we are discovering then even if we would come across it during our 
discovery, we would not know that it was the thing we sought. Thus, even in 
this case, it makes no sense to commence with discovery.  
 The answer to this “captious argument” is in this dialogue the doctrine of 
ideas – Plato reinterprets cognition so that putative knowledge (compromised 
by Meno’s dilemma) is in fact re-cognition because in its quest the soul starts 
to remember the idea of the object which it is looking for. 

2.2. Aristotle’s solution 

 It is well known that Aristotle rejected Plato’s doctrine of ideas which 
meant that he, besides other things, had to readdress the Meno paradox. He 
explicitly handled this problem mostly in chapter 21 of Prior Analytics, Book 
II, and in the first chapters of Posterior Analytics.4 Like Plato, Aristotle rein-
terprets the common term cognition whose limits were rightly accentuated by 
Meno’s paradox. He, however, did not claim that cognition is in reality re-cog-
nition and distinguished between several meanings of the term “knowledge”. 
The starting point was for him one of the basic dichotomies of his philosophy, 
potentiality and actuality. His Posterior Analytics start with the sentence: “All 
instruction given or received by way of argument proceeds from pre-existent 
knowledge”. Thus, Aristotle – like his teacher – accepted some knowledge pre-
ceding one’s own cognition.  
 Instead of identifying this pre-existent knowledge with the recollection of 
ideas, he understood this pre-existent cognition as potential knowledge, or 
knowledge in possibility, which only in the process of cognizance becomes 
true actual knowledge. In Prior Analytics, Aristotle even distinguished be-
tween three meanings of knowledge: knowledge of what is general (further 
called universal knowledge), what is particular (particular knowledge) and 

                                                           
4  The presented interpretation of Aristotle’s solution was taken mostly from Mráz 
(2000) and Barnes (1978). 
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knowledge of what is actual (cf. An.Prior. II, 67a33-b5). For a better illustra-
tion and deeper understanding of this concept, we use Aristotle’s own exam-
ples. Aristotle considered (in the chapter mentioned) these arguments: 

Every triangle has two right angles.5 
This is a triangle. 

—————————————————— 
This has two right angles. 

Every mule is infertile. 
This is a mule. 

—————————————— 
This is infertile. 

Both have the same logical form: 

∀(x)(P(x) → Q(x)) 
P(a) 

—————————————— 
Q(a) 

 In both, every judgment represents one type of knowledge. The first one is 
universal knowledge, the second is particular knowledge and the conclusion is 
actual knowledge. We will step-by-step discuss these individual types of 
knowledge:  
 Universal knowledge. Question is how we obtain this kind of knowledge. 
In Aristotle’s case, we can talk about, for example, proof or incomplete induc-
tion. These topics are very delicate from the point of modern epistemology but 
we do not need to further follow them for our purposes. 
 What matters is that in terms of a given argument we do not know the “gen-
eral” premise in the same way that we know the conclusion, i.e., in terms of 
the given argument it is not justified knowledge (or in other words – it is not 
knowledge justified by the given argument). Simultaneously, we do not have 
at our disposal all the subjects of universal knowledge. Aristotle demonstrated 
it in chapter 1 of Posterior Analytics in the example of a sophisticated “trick” 
which had probably been known in his times. The point was to present the 

                                                           
5  Aristotle wanted to say that all interior angles of a triangle add up to two right ones. 
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opponents a sentence “every couple is even” and ask whether they knew it. If 
they said no, then they would be easily shown that if they understood the term 
couple well, then they would have had to admit that a couple was even. If they 
said yes, then they would be presented with a couple that they did not know it 
was a couple and therefore they also did not know that this couple was even. 
As Aristotle stated, one suggested solution was to say that if someone claimed 
that every couple is even, then they actually only said that every couple they 
know is even. Aristotle rejected this ad hoc constriction and insisted that the 
statement is really relevant to all couples, not only those that the speaker know. 
Here comes the point – related to the couples that the speaker did not know, 
the statement “every couple is even” is potential knowledge. That means that 
he did not actually know it about these couples, but if he realized it was a cou-
ple then he would have known it was even. Thus, potential knowledge becomes 
actual knowledge. In relation to these subjects it is potential knowledge, pre-
existent knowledge! Pre-existent knowledge is potential knowledge, which is 
in some way at our disposal, but we always need something else to turn it into 
actual knowledge.  
 Particular knowledge. Unlike the aforementioned, this knowledge regards 
only one thing. What we know about it is that it falls under some universal, or 
that we recognised this individual as falling under some general determination. 
Using modern logics, it is a finding that an individual a lies in the domain of 
predicate P, while according to the first premise, the domain of P is a subset of 
domain Q. 
 Actual knowledge. It is knowledge which unites the preceding universal 
and particular knowledge. It is based on Aristotle’s notion that actual knowledge 
is knowledge of causes or reasons, thus, actual knowledge is (ideally) the con-
clusion of an argument. The given premises are the reasons why we actually 
know what the conclusion states. Actual knowledge is, therefore, justified 
knowledge and for Aristotle also knowledge of what is necessary. 
 In order to know what the conclusion says we must know the premises, i.e., 
think them simultaneously and in mutual correlation. If not, then the conclu-
sion would simply be an accidental statement. Aristotle had this in mind when 
mentioning both arguments in Prior Analytics. If we, for instance, knew that 
every triangle had two right angles, it would not justify the statement that this 
had two right angles – we would lack the knowledge that it was a triangle. 
Similarly, if we only knew it was a triangle, then we could not justify that this 
had two right angles. Even if we knew that every triangle had two right angles 
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and simultaneously that this was a triangle, it would not mean that we knew 
that this had two right angles. We have to actually think both findings simul-
taneously and in mutual correlation. Only this correlation establishes a justify-
ing relationship between the premises and the conclusion. 

2.3. Summary 

 It is a good idea to sum up here what has been said so far. When investi-
gating the paradoxes of inference and analysis, we discovered many common 
points and most importantly we uncover the problem of pre-existent 
knowledge as a common source of both paradoxes. I outlined as a plausible 
concept of pre-existent knowledge Aristotle’s theory, which rests on distin-
guishing three types of knowledge: universal, that is, only potential knowledge, 
particular knowledge and actual knowledge, which is justified knowledge con-
necting both previous types, thus, (ideally) the conclusion of the argument. 
Pre-existent, universal knowledge is therefore (a kind of) potential knowledge. 
It is neither unknowing nor actual knowledge (thus, none of the Meno’s para-
dox possibilities), but something in the middle: knowledge in possibility. 
 We should also mention in connection with Meno’s paradox that it emerges 
in relation to universal knowledge. If, for instance, the argument’s premises 
represent particular knowledge (and conclusion actual knowledge), then this 
dilemma will not arise.  
 I will now try to apply this Aristotle’s concept to both paradoxes. 

3. Paradoxes revisited 

3.1. Paradox of inference revisited 

 To remind the reader, the paradox of inference was presented in the form 
of this argument: 

Valid inference from true premises is a good tool  
for expanding knowledge. 

Valid inference does not provide any new knowledge. 
—————————————————————————— 

Some good tools for expanding knowledge do not  
provide any new knowledge. 
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 The argument repeats the concept of knowledge several times. After listing 
Aristotle’s classification of types of knowledge, it is worth mentioning which 
types of knowledge refer to which place. 
 The second premise (“Valid inference does not provide any new 
knowledge”): As mentioned in section 1.1., inference does not provide any 
new knowledge because the conclusion of the sound argument is somehow 
(implicitly) contained in the premises. It is crucial to grasp its implicit presence 
in the premises. This is quite difficult to do and so we will use examples. Pos-
sibly the best way to demonstrate how the conclusion is contained in the prem-
ises is to use arguments of modus ponens form. Let’s take argument (a): If this 
animal is a mule, then this animal is infertile. This animal is a mule. Thus, this 
animal is infertile. Conclusion of (a) – this animal is infertile – is even to  
a naked eye contained in the premises. It is not included, though, as an inde-
pendently standing premise making such a statement. That would make (a) 
reasoning in a circle and I surely do not wish to claim that every valid argument 
is reasoning in a circle. Conclusion of (a) is contained in the premises as  
a consequent of implication (premise one). That means that conclusion of (a) 
is stated only conditionally, i.e., in order to say that, we would have to know 
whether the respective condition was met. The first premise does not say that 
though and we, therefore, cannot find out from the first premise only whether 
the animal is infertile. This judgment is somehow available to us, but is not 
stated; we do not know whether it is true. In Aristotle’s terms, it is not actual 
knowledge. 
 Somewhat less visible is the conclusion of an argument contained in the 
premises in case of the argument of modus tollens form. Let’s take argument 
(b): If this animal is a mule then this animal is infertile. This animal is not 
infertile. Thus, this animal is not a mule. Conclusion of (b) – this animal is not 
a mule – is not already contained in the premises in such an obvious way as 
was the case of conclusion of (a). This judgement is in the premise as a condi-
tion, thus, is not itself stated, it is in a similar “situation”, as in case (a), the 
same judgement is in the conclusion even negated. Not only we have this 
judgement somehow available to us in the premises but is not stated; we don’t 
know if it is true, but it is also in the conclusion negated as untrue.  
 Even less obvious is the presence of the conclusion in the premises of the 
famous syllogism (c): All men are mortal. Socrates is a man. Therefore, Soc-
rates is mortal. Conclusion of (c) – Socrates is mortal – is to the naked eye not 
at all contained in the premises! Only its “parts” are included, in the second 
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premise subject, in the first predicate, the matter of its affirmation or negation, 
thus, does not arise at all. What the first premise of (c) says is that the predicate 
of mortality belongs to all men, but it neither mentions a specific man, nor talks 
about any specific man, thus, neither mentions Socrates. This premise states 
that the predicate of mortality is common to men, thus, any man. If someone 
agrees with this premise, then he/she does not claim that the predicate of mor-
tality belongs only to men he/she knows. It is the same situation as “every 
couple is even” mentioned above (cf. section 2.2.). If someone agrees with the 
statement that all men are mortal, then he/she agrees that this judgment relates 
also to entities he/she does not know, that is, to entities he/she does not know 
that they are also people. If then he/she does not know that, for instance, some-
one called Socrates is a man then regarding this Socrates the knowledge that 
he is mortal is only knowledge in possibility. It is not complete unknowing 
because the knowledge of first premise allows us to gain knowledge that Soc-
rates is also mortal. If the first premise was replaced with for instance a judg-
ment “every mule is infertile”, then the first premise would not allow us to gain 
knowledge that Socrates is also a man.  
 All in all – the implicit presence of a conclusion in a premise means that 
this premise offers potential knowledge of (future) conclusion, thus, its pre-
existent knowledge. That a given judgment appears in the conclusion of a valid 
argument is not extension of potential knowledge. This potential knowledge 
was available already in one of the premises. We can rephrase the second prem-
ise of paradox of inference as: Inference does not provide any new potential 
knowledge. 
 The first premise (“Valid inference from true premises is a good tool for 
expanding knowledge”): If we recognize that inference does not provide any 
new potential knowledge, then how to avoid the conclusion that inference is 
epistemically useless and does not provide any new knowledge? We hinted the 
answer in the preceding analysis of the first premise of inference paradox – we 
know the argument’s conclusion differently than as shown/hidden in the prem-
ises. 
 To be more rigorous: to know that the conclusion is contained in the prem-
ises actually means that we know how to infer it from the premises. Such (ex-
plicit) knowledge, thus, means that we thought of both premises at the same 
time and in mutual correlation which Aristotle stated as a condition for actual, 
thus justified, knowledge. We saw above that the potential knowledge of the 
conclusion in the premises is something that requires addition – with modus 
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ponens this is the knowledge of the antecedent’s truth, with modus tollens the 
knowledge of the consequent’s falsity, with our syllogism the knowledge that 
someone called Socrates is also a man. After this addition, knowing the con-
clusion is knowledge of different kind because the interconnected knowledge 
contained in the premises (thought simultaneously and in mutual correlation) 
provides a reason for affirming the conclusion. As late as now the conclusion 
becomes a real conclusion and the justifying knowledge become premises. 
Strictly speaking, Aristotle’s actual knowledge is therefore not new knowledge 
because potential knowledge must always precede this knowledge, but it is 
knowledge of different kind. If we revisit Cohen and Nagel’s formulation of 
the paradox of inference, valid argument is not useful according to them be-
cause it does not provide any new knowledge. In line with Aristotle’s reason-
ing, we can reply that we know the conclusion of the argument differently than 
how we know the premises, i.e., in a justified manner. The conclusion does not 
provide any completely new knowledge but provides this knowledge in a dif-
ferent way. The utility of the valid argument, thus, rests on how it is given to 
us – it is different to have some knowledge and to have some knowledge to-
gether with its justification. Expansion of actual (not potential) knowledge, 
hence, means expanding knowledge, which is given in a justified manner.6 
 We can therefore reword the first premise of the paradox of inference as: 
inference provides new actual knowledge.  
 The original paradox of inference will, accordingly modified, look like this: 

Valid inference from true premises is a good tool  
for expanding actual knowledge. 

Valid inference does not provide any new potential knowledge. 
—————————————————————————— 

Some good tools for expanding actual knowledge  
do not provide any new potential knowledge. 

 The difference from the original wording is fundamental and it says that 
the premises that are true lead to a correctly inferred conclusion that is also 
true. Thus, paradox is eliminated. 

                                                           
6  In modern epistemological logics, this distinction corresponds with the difference 
between explicit and implicit knowledge (I would like to thank an anonymous reviewer 
of this paper for mentioning this). 
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3.2. Paradox of analysis revisited 

 As a reminder, the paradox of analysis was presented in the following ar-
gument:  

Correct analysis is a good tool for expanding knowledge. 
Correct analysis does not provide any new knowledge. 

—————————————————————————— 
Some good tools for expanding knowledge do not provide  

any new knowledge. 

 Similarly to the paradox of inference, the concept of knowledge also ap-
pears here several times. After listing Aristotle’s categorization of knowledge 
types, it will be interesting to see which types of knowledge belong where. 
 The second premise (“Analysis does not provide any new knowledge”): As 
mentioned in section 1.2., equality between the analysandum and the analysans 
means that correct analysis cannot provide anything new. Correctness of the 
analysis is given by the fact that analysans is already in some way (implicitly) 
contained in the analysandum. Thus, it is crucial to somehow more thoroughly 
grasp its implicit presence.  
 Let us again begin with examples – we mentioned above the analogy of 
disassembling a machine gun. In the case of a machine gun, I have in front of 
me a specific whole which I can take apart into pieces (and let us assume that 
I have never done it before and did not receive any theoretical instruction about 
the components of a machine gun). When I had the machine gun in front of 
me, I somehow also had all its components in front of me. If I dismantled it 
correctly and dismantled only this machine gun, I really have in front of me all 
its parts. I have in front of me parts after the dismantling of the machine gun 
which I had somehow in front of me when I had the machine gun in front of 
me. What is the difference here, why do I use in the first case the vague ex-
pression “somehow”? Simply because in the first case, I could see only some 
parts of the machine gun, for instance, trigger, but others such as the striker 
were hidden from my view. Even before dismantling I considered the machine 
gun as a whole and due to its function expected it to contain other parts than 
those I could see when having a machine gun in front of me as a whole. Thus, 
I knew that it contained also parts which I could not see before dismantling it. 
Furthermore, I knew that those parts invisible to me would be in some rela-
tion to those which I could see and to each other. However, only executing the 
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dismantlement clarified what the hidden parts were and how they were located 
in relation to each other, for example when I found a striker and learnt about 
its relation to the trigger. Thus, I knew already before the dismantlement that 
there were parts in the machine gun which somehow caused the bullet to leave 
the gun barrel, but I knew neither what these parts were nor what their rela-
tionship to each other parts were. The knowledge of these parts before the dis-
mantlement was, thus, only potential knowledge, pre-existent knowledge, ac-
tualised by executing the dismantlement.  
 If we leave the analogy with a physical analysis, we can use the examples 
of sentences and their analysis. Let us take the sentence (a) “Every man is mor-
tal”; according to classical modern logics, we would find out after analysis that 
(a) could be rephrased as: “For every individual, if it is a man, then it is mortal.” 
It is important here that between “man” and “mortal” is according to this anal-
ysis a relationship of implication which could be expressed in a phrase such as 
“if …, then …”. Before the analysis, I had in front of me a whole (a) composed 
of certain parts. These parts also appeared in the analysans of (a). What the 
analysandum did not explicitly contain was a phrase “if…, then…”, in other 
words, it was not obvious to a naked eye that according to this sentence be-
tween man and mortality was a relationship of implication. Even before the 
analysis, after learning the analysandum, I knew that there was some rela-
tionship between man and mortality in the analysandum though expressed by 
a somewhat ambiguous “is”. Only the correct analysis of the statement found 
out that this relationship is one of sufficient condition when being a man is  
a sufficient condition for being mortal. Who learns about the analysandum 
can, thanks to this acquaintance, know that the relation in question is a rela-
tionship of sufficient condition. Only after the analysis process, however, has 
explicit knowledge of structure (a), thus, has actual knowledge. Knowing 
analysandum without knowing the analysis is, hence, potential knowledge of 
the sentence’s structure. It is not complete unknowing, let us say it is a rather 
necessary (but not sufficient) condition for the explicit knowledge of impli-
cation structure (a). 
 Even less evident is the analysans’ presence in the analysandum in Russell’s 
famous analysis of the sentence (b) “The present king of France is bald”. Ac-
cording to Russell, (b) actually contains three sentences connected by conjunc-
tion. We could simplify it a lot and put the analysans (b) in the following 
way: “There is an individual who is presently the king of France and there is 
only one such individual and this individual is bald”. If Russell’s analysis (b) 
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is correct, then (b) implicitly contains a conjunction of these three sentences. 
This knowledge is only implicit, or potential, because (b) contains neither con-
nective “and” which is a sign of a conjunction nor other components of the 
analysans. Yet, it is not simple unknowing as indicated also by the fact that in 
case of non-existence of the king of France or in the matter of proper negation 
(b), the person not having the knowledge of correct analysis (b) can be at a loss. 
The analysandum, without knowing its analysis, does not in these cases offer 
clear answers because some parts of the whole (b) and their mutual relations 
(conjunction here) are hidden in the analysandum. It is hidden analogically to 
how the striker was hidden in case of the machine gun. Modern logic talks 
about the grammatical form of the sentence not corresponding with its logical 
form.  
 In both examples provided, the implicit knowledge of the whole is a differ-
ent type of knowledge than explicit knowledge of its parts and their mutual 
relations. That the analysandum and the analysans contain “the same” (and 
analysis then does not provide any new knowledge) needs to be corrected. The 
second premise of the paradox of analysis could be rephrased as: Analysis does 
not provide any new potential knowledge.  
 The first premise (“Analysis is a good tool for expanding knowledge”): If 
we speak about analysis as expanding knowledge, it is clear that we do not 
mean potential knowledge but justified knowledge, or actual knowledge. If we 
say, for example, that part of a concept (analysandum) is a part X, then it is so 
to say a snapshot. If we, however, say it after executing an analysis then it is (by 
a process of correct analysis) justified knowledge. The statement that part of a 
given concept is component X will be the same in both cases (thus, it is not com-
pletely new knowledge), yet in the second case it is justified knowledge. Most 
importantly though, we emphasised above that many parts of the analysed 
wholes cannot be simply detected from these wholes, even more so in case of the 
parts’ mutual relations. The first premise of the paradox of analysis can be there-
fore rephrased as: Analysis provides new actual knowledge.  
 The original paradox of analysis will after modification look like this: 

Analysis is a good tool for expanding actual knowledge. 
Analysis does not provide any new potential knowledge. 

—————————————————————————— 
Some good tools for expanding actual knowledge  

do not provide any new potential knowledge. 
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The difference from the original wording is substantial. It states that a correct 
conclusion is inferred from premises which are also correct. The paradox is 
eliminated.  

4. Conclusion 

 The paradox of inference and paradox of analysis have both been under-
stood in our research as grounded in the problematics of pre-existent 
knowledge. The clarified concept of pre-existent knowledge as presented by 
Aristotle offers the opportunity to understand both paradoxes as based on  
a vacillating concept of knowledge which leads some authors to opposite opin-
ions. Further specifications of this concept leads in contrast to a discovery that 
these opposing opinions refer to different types of knowledge and as such do 
not actually need to be contradictory and do not lead to a paradox.7 
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Prior’s logical system. The paper describes the main characteristics of Leśniewski’s On-
tology, Prior’s logical system and the manner in which Prior became acquainted with 
Leśniewski’s logical system. Since Leśniewski was no longer alive when Prior began 
to develop his logical system and Leśniewski’s papers were not easily available to Prior, 
this paper also includes Prior’s interpretation of Leśniewski’s logical system which did 
not always correspond to Leśniewski’s original ideas.  
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1. Introduction 

 Arthur Prior’s ontological position was in many cases unique as he com-
bined intensional logic and nominalism. The aim of this paper is to demonstrate 
that Prior’s distinctive ontological position was also made possible through his 
adoption of certain features of Leśniewski’s Ontology.1 This paper conse-

                                                           
1  Ontology is often written with a capital O in this paper. This indicates that we are 
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quently discusses the impact Leśniewski’s Ontology has on Arthur Prior’s on-
tological position and the ontological commitment of his logic.2 One of Prior’s 
(1971) texts even has Leśniewski’s name in its title and Prior wrote several 
reviews of texts by students of Leśniewski which discussed Leśniewski’s log-
ical systems. The reasons Leśniewski’s Ontology was interesting for Prior will 
also be mentioned.  
 Prior was acquainted with Leśniewski’s works despite the fact that 
Leśniewski’s papers were not easily available when Prior developed his logical 
systems.3 Prior knew this logical system from works of Leśniewski’s students 
and colleagues and from personal communication with them (see Sobociński 
1953, Lejewski 1956). Leśniewski’s ideas could have, however, been misin-
terpreted by Prior because his knowledge of Leśniewski’s logical system was 
primarily based on the work of his students and colleagues not on Leśniewski’s 
own ideas. In addition, this paper discusses to what extent Prior departed from 
Leśniewski’s original ideas when he incorporated his theory into his logical 
systems.  
 The form of Ontology in Prior’s logical system is primarily examined in 
the works that both authors wrote at the end of their lives as their logical and 
ontological positions changed a great deal over the course of their lives. 
Leśniewski’s Foundation of Mathematics and On the Foundation of Ontology 
and Prior’s Time and Modality, Object of Thought and Existence in Russell and 
Leśniewski were thereby chosen for the analysis. In light of the fact that Prior 
primarily knew the works of Leśniewski’s students, these works are also dis-
cussed, in particular Lejewski’s Logic and Existence and Słupecki’s Leśniew-
ski’s Calculus of Names. Prior was also aware of Sobociński’s works but Sob-
ociński chiefly deals with issues which are not deeply investigated in this pa-

                                                           
not speaking of ontology as it is understood in most philosophical debates but specifi-
cally as in Leśniewski’s system of logic which is in some cases similar to ontology but 
which in many ways also differs. 
2  Although Leśniewski’s impact on Prior is well known among logicians which 
handle with Lvov-Warsaw School (see e.g. Woleński 1989, 155; Simons 1982, 191; 
Urbaniak 2014a, 104 and 192), it is not discussed among logicians who focus on 
Prior.  
3  Storrs McCall’s book Polish Logic was published in 1967 and included two of 
Leśniewski’s papers. Prior would have known this book since he wrote a review on it. 
Prior never quoted one of the papers as far as I am aware. 
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per. From the Ontological point of view, Sobociński’s letters are of most inter-
est. These are deposited in the Bodleian Library and in them Sobociński at-
tempts to explain to Prior the main aims and procedures of Ontology and Pro-
tothetic.  
 It is worth emphasizing here that Leśniewski’s and Prior’s philosophies 
shared a common thread even though they came from different logical tradi-
tions. Prior began studying logic in traditions which were referred to as ‘ortho-
dox logical systems’4 by Simons (1982, 165). The orthodox systems of logic 
are systems created on the foundations laid by Peano, Frege and Russell. It is 
these systems which are the most widespread in modern logic at present. 
Leśniewski, in contrast, formulated his own logical system which differed 
from the orthodox systems in a number of aspects. It seems unusual that Prior, 
a logician from New Zealand who was primarily familiar with the Anglo-
Saxon logical tradition, found common ground with a logician from Poland 
whose logical system is unusual in many features. As Uckelmann (2012, 352) 
points out, however, Prior discovered Łukasiewicz’s work on the history of 
logic and his innovation in modern logic during his teaching at Canterbury 
University and became interested in his logical systems. Prior began to be in-
troduced to the concepts of Lvov-Warsaw School through Łukasiewicz and his 
student Bocheński. 
 In light of the teachers of both Prior and Leśniewski, there is a common 
thread leading to the same person. This person was Franz Brentano who  
was the teacher of Meinong and Twardowski. Twardowski was the philoso-
pher who established the Lvov-Warsaw School in Lvov before World War I 
and was more (e.g. in Łukasiewicz’s case) or less (e.g. in Leśniewski’s case) 
the teacher of nearly all the members of the Lvov-Warsaw School (see 
Woleński 1989, 3-7). John N. Findlay, who was A. N. Prior’s teacher, studied 
for several years in Europe and published an influential book which dis-
cussed Meinong’s Objects (see Copeland 2008). As a result, Leśniewski’s 
logical systems were not as unfamiliar to Prior as they might have otherwise 
been. 
 When Prior discussed Leśniewski’s logical system he nevertheless tried to 
adapt it to the orthodox logical systems. This approach was not without sacri-
fices on both sides and certain authors have doubts as to whether it was actually 

                                                           
4  This title is used throughout the paper.  
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successful (cf. Sagal 1973, 259-262; Simons 1982, 177). Their remarks will be 
introduced in the further part of the paper. 

2. Leśniewski’s System of Logic 

 Stanisław Leśniewski was one of the most renowned members of the Lvov-
Warsaw School. He was born in 1886 and died in 1939. Leśniewski began to 
develop his logical system in 1916. He tried to invent a logical system which 
mathematics could be based on as Russell did in his Principia Mathematica. 
There are certain differences between Leśniewski and Russell. Leśniewski 
(1992a, 74-75, 126) was dissatisfied by Russell’s solution of Russell’s an-
tinomy. Namely, as a nominalist he did not approved the existence of classes 
and sets. Hence, wanted to devise a system which would not contain antino-
mies and any of the other ambiguities which appeared in Russell’s system 
and which at the same time would not presuppose existence of classes and sets 
(see Luschei 1962, 25-33; Urbaniak 2014b, 290-292; and Urbaniak 2015, 127-
131). 
 Although Leśniewski was convinced that his system could solve previ-
ously mentioned problems which occurred in Russell’s Principia Mathemat-
ica, this system is not widely used. Simons (2011) asserts that it might have 
been caused by the fact that Leśniewski’s papers were primarily written in 
Polish and to a lesser extent in German. Leśniewski’s perfectionism could 
have been another reason why his work was not well known in Prior’s day. 
Since Leśniewski (1992a, 174-176) did not allow the publication of his texts 
until they were perfect, only a fragment of his work was published while he 
lived. After his death all his works were prepared for publication by his stu-
dents. World War II began, however, shortly after Leśniewski’s death and 
brought a stop to the publication of the texts. Leśniewski’s texts were depos-
ited in Warsaw which burned down when the Warsaw Uprising was defeated. 
Leśniewski’s students and colleagues reconstructed Leśniewski’s logic after 
the War (see Luschei 1962, 25-26) but following Leśniewski’s death and the 
destruction of his works, it proved impossible to entirely reconstruct his 
work.  
 Leśniewski (1992a, 176-177) built his logical system on three theories: 
Protothetic, Ontology and Mereology. They are usually presented in this order 
because it represents a hierarchy. Protothetic together with Ontology are the 
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theories which demonstrated Leśniewski’s logical position. Mereology is an 
extra-logical theory which deals with parts and wholes. These three theories 
are, according to Leśniewski, the basis for the foundation of mathematics. The 
division of logical theories into Protothetic and Ontology corresponds more or 
less to the division of two fields of logic, the logic of propositions and the logic 
of terms. Protothetic is also sometimes known as the calculus of propositions 
and Ontology is called the calculus of names (see Słupecki 1984; Paśniczek 
1996). 
 Since each of Leśniewski’s theories has been discussed in numerous papers, 
only Ontology, which had the greatest influence on Prior when he formulated 
his ontological position, is introduced. Protothetic is also dealt with in some of 
Prior’s works and as Sobociński (1953) demonstrated in his letter, Protothetic 
and Ontology are strongly connected. In order to keep the paper within limits, 
however, I will focus exclusively on Ontology.  

3. Leśniewski’s Ontology 

 Leśniewski (1992a, 373-374) named the system Ontology, based on the 
Greek “ὄντος”, which means “being” in English. He was aware that “ontol-
ogy” was the name of a discipline which deals with “the general principles of 
existence” and that this description does not correspond with his concept of 
ontology. He also pointed out that his theory had certain similarities with the 
ontology defined by Aristotle and was part of a philosophical tradition span-
ning back centuries. Leśniewski presumed that if Aristotle’s theory was de-
scribed as the “the general theory of objects”, it is not far from his own Ontol-
ogy. Ontology introduces “some principles of existence” but in an extremely 
narrow sense. It describes Leśniewski’s linguistic intuitions, the language and 
its usage but does not deal with beings themselves. 
 The way this works is contained in Leśniewski’s concept of quantifiers, or 
more precisely the concept of a quantifier, because Leśniewski’s Ontology in-
cludes only the universal quantifier in Leśniewski’s original concept. Sobo-
ciński (1953) claims that the existential quantifier should not occur in Leśniew-
ski’s Ontology, even though, Leśniewski’s students used it in his papers in or-
der to simplify explanations.  
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3.1. The functor ε 

 The most important and the only primitive functor in Ontology is ε. Ac-
cording to Leśniewski, the best translation of this functor is the verb “is”, nev-
ertheless, it is “is” with the meaning it has in Polish or Latin. Leśniewski 
(1992b, 608-609), as well as Russell (1919, 172), were aware that in English 
“is” could have more than one meaning. This is due to the difference between 
the definite and indefinite article which occurs in English and some other lan-
guages where it is not present in Latin, Polish and other Slavic languages. Alt-
hough there is such a difference, Leśniewski, whose logical systems were in-
fluenced by his linguistic intuitions (see Miéville 2009, 4-5), expressed the 
functor ε as the colloquial Polish word “jest”. Leśniewski (1992a, 376-382) 
was aware that there are also differences in the use of colloquial Polish but as 
his followers (cf. Słupecki 1984, 65; Rickey 1998, 31-32; Woleński 1999, 18-
19) have demonstrated, the main difference in the usage of “is” lies between 
the languages which contain the definite and indefinite article and those lan-
guages which do not contain them. 
 The three meanings of the word “is” can be demonstrated by three state-
ments which were also used by Leśniewski’s student Słupecki (1984). In his 
article entitled Leśniewski’s Calculus of Names, Słupecki introduces three ex-
amples of statements in which the word “is” has a different meaning in English 
and in Latin (Słupecki 1984, 65): 

 Socrates is a man. Socrates est homo. 

 The dog is an animal. Canis est animal. 

 Socrates is the husband of Xantippe. Socrates est coniunx Xantippae. 

 Słupecki claims that the three statements in the first column have different 
meanings. Furthermore, if the statements in the second column are considered 
correct translations of the first column, their meanings have also to differ. 
Słupecki points out, however, that Leśniewski worked with the form in which 
they all have the same meaning. Moreover, this meaning differs from the 
meaning “is” has in English statements. This meaning can be demonstrated by 
the description of the functor ε which occurs in Luschei’s book The Logical 
System of Leśniewski. According to Luschei (1962), the definition of the for-
mula A ε b is: 



 T H E  R E C E P T I O N  O F  S T A N I S Ł A W  L E Ś N I E W S K I ’ S  O N T O L O G Y  249 

Singular predication or inclusion (“relation of being”): A is b; (the sole) A 
is (a or the sole) b; (individual) A is (one of the one or more) b; A is (an 
individual that is) b; A is one of the one or more individuals that are b; 
being b characterizes (individual) A; there is exactly (i.e., at least and at 
most) one A, and (any) A is b. (Luschei 1962, 10) 

 Słupecki (1984, 65-68) argues that Polish and Latin statements can be 
found in which “is” does not correspond with Leśniewski’s description. 
Leśniewski (1992a, 376-382) problematizes them in his Foundation of Math-
ematics. Although the functor ε is equivalent to the word “is” in an ordinary 
article-free language, there are certain exceptions. The word “is” is not the 
equivalent of the word “exist” and also does not have the meaning “is now”. 
Apart from the statement being meaningful, if the subject of the statement com-
bined with ε is a common noun or an empty name where that statement is al-
ways false. The statement ‘The dog is an animal’ consequently has to be re-
written. The correct form of this statement is ‘Whatever is a dog is an animal’. 
There is no such aid, however, for the statements which contain an empty 
name. As Słupecki (1984, 68) discusses, statements which have an empty name 
as a subject or predicate, such as ‘Hamlet is the king of the Danes’ or ‘Barack 
Obama is a vampire’, are false and there is no way to change it. 
 The difference in the meaning of the word “is” which exists between Eng-
lish and Latin led Słupecki to the conclusion that Leśniewski’s functor ε cannot 
be translated into English. Rickey (1998, 31-32) and Woleński (1999, 18-19) 
disagree with his findings. Rickey suggests that English-speaking authors 
should use ε in a specific technical definition as it is used in Ontology. 
Woleński points out that the correct usage of the functor ε is not a case of 
linguistic intuition but requires a detailed analysis.  

3.2. Nouns and names 

 A description of the Leśniewskian names is necessary since not every noun 
can serve as a value for the formula A ε b if one intends to create a true state-
ment. As was mentioned before, the statement ‘Charlotte is a fairy’ or ‘The 
giraffe is a mammal’ are grammatically correct and meaningful but neverthe-
less false in Leśniewski’s Ontology. 
  When Sobociński (1953) describes Leśniewski’s system of logic in his 
letter to Prior, he asserts that there are two semantic categories in this sys-
tem, the category of names and the category of propositional functors. The 
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former category is the point of interest for this chapter. It will be demon-
strated that there is a difference between the concept of names, as is well 
known in Russell’s logical system and the concept of names in Leśniew-
ski’s ontology. 
 As Zuber (1998, 219) points out, this is also based on dissimilarities be-
tween Polish and English. Zuber (1998, 230-233) demonstrates that Polish is 
an inflected language and hence the statements do not have a strict form. It is 
grammatically correct in Polish to form the sentence ‘Jacek jest przewodni-
kiem’ (Jacek is a guide) and the sentence ‘Przewodnikiem jest Jacek’ is also 
correct. The subject is consequently not defined by the position of the term in 
a statement.  
 In addition, if the common noun in the sentence is connected with the de-
terminer as in the sentences ‘Każdy żołnierz jest odważny’ (Every soldier is 
brave), ‘Ten żołnierz jest odważny’ (This soldier is brave), or ‘Nasz żołnierz jest 
odważny’ (Our soldier is brave) then it belongs to the same semantic category 
as proper names in Polish. The bare noun without a determiner, in contrast, has 
no proper sense in Polish. The sentence ‘Żołnierz jest odważny’ (A soldier is 
brave) is only tolerable when interpreted very broadly. Hence certain, but not 
every, common noun can be the term of a true statement in Leśniewski’s logic. 
The problem lies in the fact that Polish, as well as other article-free languages, 
lack articles which play the role of determiners in other languages. 
 Apart from this distinction, which occurs between the Russellian and the 
Leśniewskian names, there is one more important feature of Leśniewski’s sys-
tem of logic from the ontological point of view, namely quantification. There 
is no doubt that the concept of quantification is one of the core concepts of 
Leśniewski’s ontology. Namely, Leśniewski’s quantification is not as linked 
with existence as Russell’s. Leśniewski introduced an operator “ex” in order to 
formalize the verb “exist”. The statement “Unicorn does not exist” is formal-
ized as [∃a].~ex(a) in his system of logic, which means “Some unicorn does 
not exist” (see Urbaniak 2008, 120). 
 As Urbaniak (2014a, 189-191) claims, several questions arise which 
Leśniewski did not address. Firstly, he points out that Leśniewski did not pos-
tulate which entities are values of variables which are bound by quantifiers. 
Secondly, there is no consensus among authors as to whether Leśniewski’s 
quantifiers required ontological commitment as Quine’s do. In contrast, there 
is mostly agreement among them that there is a difference between Leśniew-
ski’s and Quine’s theories of quantification.  
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 Several authors suggested solutions to these queries. Prior was inspired in 
this case primarily by Lejewski. Hence the interpretation, which Lejewski pre-
sented in his paper Logic and Existence, will be discussed. Lejewski demon-
strates the diverse ontological concepts by a thought experiment:  

To have a still simpler though fictitious example let us think of the universe 
as limited to two objects a and b. Then the corresponding expansions would 
be: Fa∨ Fb and Fa∧ Fb. Our language, which for reasons of simplicity 
needs not synonyms, may leave room for noun-expressions other than the 
singular names “a” and “b”. We may wish to have a noun-expression “c” 
which would designate neither of the two objects, in other words which 
would be empty, and also a noun-expression “d” which would designate 
either. (Lejewski 1954, 109) 

 If the predicate F can be truly asserted to a and b, then the formula ∃x(Fx) 
is true in Ontology but the formula ∀x(Fx) is false, although both formulas are 
true in Quine’s interpretation. This is caused by the fact that in Lejewski’s in-
terpretation the variable x in both formulas stands for all the noun-expressions. 
The formula ∃x(Fx) in Lejewski’s interpretation means either a or b or c or d 
have this property which is true since F can be ascribed to a, b and also d. The 
formula ∀x(Fx) means that a and b and c and d have this property. The latter 
formula has to be upheld for all noun-expressions to be true and it is not since 
the noun-expression c has no reference. The formula ∀x(Fx) consequently has 
to be false.  
 Although this seems to be the disadvantage of the system, other differences 
occur, which was later used by Prior, if it is analysed deeper. Namely, as 
Lejewski (1954, 109-110) pointed out that d behaves like a noun. It has to be 
reformulated as D(x) in Quine’s interpretation but not in Leśniewski’s. It does 
not cause any harm that the constant d refers to two individuals in Ontology, 
unlike Russell’s and Quine’s system of logic where constants stand for pre-
cisely one individual.  
 Lejewski was of the opinion that this experiment also expresses the differ-
ences between quantification in Quine’s and Leśniewski’s logic. Based on 
Quine’s famous theory of ontological commitment, variables which are bound 
by existential quantifiers have to signify something existent. In contrast, the 
Leśniewskian quantification in Lejewski’s (and also Prior’s interpretation) is 
different. Lejewski (1954, 113-114) therefore suggested that the designation 
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“existential quantifier”, which could be misleading in the Leśniewskian inter-
pretation, should be replaced by the designation “particular quantifier”. This 
replacement is in accordance with the Leśniewskian interpretation of quantifi-
ers. Lejewski was more likely to interpret more formulas with existential quan-
tifiers in an Aristotelian way. A formula such as ∃x(Fx) is not translated as 
“There exists x, such that Sx.” but “For some x, Sx”.  
 The variables in Lejewski’s interpretation represent noun-expressions 
which refer to a concrete object or objects in the case of the noun-expression 
d. In addition, objects which can be unproblematically bound by quantifiers in 
Lejewski’s interpretation of Ontology include such dubious entities as numbers 
and colours. It therefore seems that objects are values of variables in Lejew-
ski’s interpretation, even though in a quite wide sense of the word “object” and 
the variables refer to them indirectly. In the following chapters, the way in 
which Prior adopted these ideas will be presented.  

4. Arthur Prior’s approach to logic 

 Arthur Prior is considered one of the founders of modern temporal logic 
and also created new systems of modal logic. Although Prior was an inten-
sional logician, as Hugly & Sayward (1996, 47-48) point out, he did not pos-
tulate the existence of such entities as intensional objects because as a nomi-
nalist he did not acknowledge the existence of all abstract entities. The inten-
sionality of his system consequently meant that he admitted intensional func-
tions. 
 When Prior (1957) formulated his temporal logic, he intended to enclose it 
in natural language. This is the reason he also assumes the medieval concept 
of propositions, which differs from Frege’s. Based on this concept, a proposi-
tion can be true at one time and false at another time. The proposition ‘The 
head of my Department is a logician’ was therefore true when I wrote the first 
version of my paper and when it referred to the Department of Philosophy at 
which I work. The same proposition is currently false and would also be false 
when referring to a different department, because, according to the medieval 
concept of propositions, it is still the same proposition. 
 Although a logical system that includes this concept of propositions is 
closer to natural language, it has to manage the problem of entities which do 
not exist permanently. This is particularly the case when Prior developed 



 T H E  R E C E P T I O N  O F  S T A N I S Ł A W  L E Ś N I E W S K I ’ S  O N T O L O G Y  253 

temporal logic, where past, present but also future figure. The following 
chapters discuss to what extent Ontology played a crucial role in solving this 
problem.  

5. Prior discovers Leśniewski 

 Prior did not discover Leśniewski’s logical system directly. When Prior be-
gan his correspondence with Polish logicians, Leśniewski had already been 
dead for several years. His archive had been destroyed and all Poles were far 
from their homeland. Thus, their access to Leśniewski’s papers and papers of 
his other students and colleagues were limited (see Sobociński 1953, 5). 
Łukasiewicz was recognised by Prior (1955-1956, 199) as the man who intro-
duced him to Leśniewski’s logic. Łukasiewicz was not the only one of 
Leśniewski’s colleagues, however, whose work Prior knew. Prior also men-
tions Sobociński’s introduction to Protothetic. 
 Prior describes his first impression of Leśniewski’s logical system in his 
paper Definition, Rules and Axioms. In this paper, Prior also discusses Proto-
thetic logic and Leśniewski’s theory of definition, not only Ontology. The ar-
ticle also demonstrates that Prior had several comments on Leśniewski’s logi-
cal system. He firstly criticizes multiplying axioms which occur in Leśniew-
skian systems of logic and which were introduced to him by Leśniewski’s stu-
dents. He secondly has an aversion to Leśniewski’s concept of names in which 
empty-names also occur. Despite his criticism, he later uses this specific con-
cept of names in his nominalism. Even in this paper he appreciates certain fea-
tures of Leśniewski’s system. 
 Although Prior was initially critical of Leśniewski’s logical system, it in-
fluenced a great deal of his own logic. This can be illustrated through a com-
parison of two of Prior’s books. Prior was interested in the history of logic 
and was preparing the publication of an exhaustive book about this topic. Its 
title would have been The Craft of Formal Logic5 but due to its length the 
publishing house recommended that Prior shorten it. Prior instead wrote a 
new book entitled Formal Logic (see Copeland 2008). After Prior’s death, 
certain fragments of The Craft were published by P. T. Geach and A. J. P. 
Kenny. This book was entitled The Doctrine of Propositions and Terms. 

                                                           
5  The title of this book is consequently shortened as The Craft.  
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Prior demonstrated here his brilliant knowledge of the history of logic. Alt-
hough the Polish logicians Łukasiewicz and Bocheński are mentioned in this 
book, his main discussion is on ancient and medieval logic along with the 
logical theories of the 19th century and the beginning of the 20th century. In 
contrast, Formal Logic focuses considerably on the logical systems of Polish 
logicians. 
 Leśniewski’s system is often discussed in Prior’s later works. It seems that 
Prior appreciated Leśniewski’s work more when he developed his own tem-
poral logic. When Prior (1957, 63-75) formulated his ontological position in 
his Time and Modality, he criticised Russell’s concept of names as inappropri-
ate to his systems of logic. Hence, in his system of logic ΣT2, he combined 
tense logic and Ontology, primarily Leśniewski’s concept of names. Prior em-
phasizes that the difference between this system of logic and the ΣT1 system, 
where Russell’s calculus is used instead of Ontology, is that proper names are 
replaced by common nouns in ΣT2. Prior also uses Leśniewski’s functor6 when 
he describes Ontology here. Ontology helps Prior to solve the problem of en-
tities which do not have an actual existence. 
 In contrast, Prior was aware that Leśniewski’s concept of logic differs con-
siderably from his own. Leśniewski considered propositions as timeless and 
has a preference for extensional logic. Hence ΣT2 could not completely replace 
ΣT1, but Prior incorporated some parts of ΣT2 to ΣT1 to utilize the advantages 
of both systems. He also pointed out that the ΣT1 system had to be enriched by 
special propositional and predicate variables. 
 Since Prior first worked on improving his logical systems of temporal and 
modal logic, he postponed addressing questions which arose in his own ontol-
ogy. Consequently, his most important book, Past, Present and Future, which 
was published after the publication of Time and Modality, does not contain any 
satisfactory improvement of his ontology. The concept of names which Prior 
prefers is clearly formulated: 

…we just have no Russellian individual name-variables at all, bound or 
free, but only devices for referring to individuals obliquely, as in Leśniew-
ski’s ‘ontology’. (Prior 1967, 162) 

                                                           
6  However, Prior used in Time and Modality the symbol “∈” instead of “ε” which 
could be misleading as will be discussed further.  
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 It is still doubtful, however, whether Prior was actually able to interpret 
Ontology correctly. In spite of the differences that exist between orthodox 
logic and Leśniewski’s system, Prior was more acquainted with the works of 
Leśniewski’s students than Leśniewski’s own papers. The differences which 
arise between Prior’s interpretation of Leśniewski’s system and Leśniewski’s 
original system are consequently discussed in the following chapter.  

6. The reception of Ontology in Prior’s logic 

6.1. Prior’s interpretation of the functor ε 

 Although ε was described as “is” in article-free languages such as Polish 
and Latin, it was shown in a previous part of this paper that English researchers 
are able to use it properly. It only requires precision in the use of this specific 
term. This chapter will therefore investigate whether Prior used the functor ε 
correctly and what his interpretation of this functor was. 
 Prior’s concept of the functor ε was influenced by Lejewski’s understanding 
of it, since they discussed it in their letters (see Lejewski 1956). Prior was also 
acquainted with Słupecki’s paper S. Leśniewski’s Calculus of Names in which 
Słupecki introduced Ontology. Prior adopted this concept in his own paper Ex-
istence in Leśniewski and in Russell. 

Leśniewski meets this difficulty by introducing an undefined constant ex-
pressing a relation between classes – it can be, but does not need to be, the 
functor “ε” previously mentioned. This functor, as I have also previously 
said, has arguments of the same logical type, so that what it express is not 
Russellian class-membership. It express rather the inclusion of a unit class 
in another class. (Prior 1971, 163) 

 This is not Leśniewski’s original interpretation of the functor ε, however, 
and Prior is aware of this. He continues in the very next part of his paper: 
“…and although Leśniewski himself did not like it, no other interpretation of 
the symbol seems to me intelligible” (Prior 1971, 151); and Prior clearly admits 
in his paper that the interpretation of the functor ε, which he has chosen, is not 
Leśniewski’s.  
 Additional reasons for why Prior rejected Leśniewski’s interpretation of 
the functor ε can also be found. The most plausible explanation seems to be, 
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however, the one offered by Simons in his paper On Understanding Leśniew-
ski. Simons (1982, 165) examines ways of understanding Leśniewski’s logi-
cal system by logicians which came from a tradition that Simons calls the 
orthodox systems of logic. Since Prior came to Ontology from this position, 
he must have perceived Ontology by means of the tools of the orthodox log-
ical systems.  
 When Prior (1957, 63-75) uses Leśniewski’s names, he does so without the 
ambition of reconstructing Ontology. He attempts to implement some of 
Leśniewski’s inventions in his own logical system. His system is consequently 
closer to orthodox logic than the Leśniewski system, as he interpreted the func-
tor ε in a way in which it is more translatable in orthodox logic. The meaning 
of the functor ε in Prior’s interpretation lies somewhere between the Leśniew-
skian ε and the Russellian ∈. This could be problematic. As Słupecki (1984, 
69-72) stresses that and Russell’s ∈ cannot replace Leśniewski’s ε, and vice 
versa, since Leśniewski’s functor binds two words which belong to the same 
semantic categories while Russell’s binds a name and a class. 
 There is still one more distinction between Leśniewski’s and Prior’s con-
cept of the functor ε. Since in Prior’s logic propositions can have different 
truth values at different times, and individuals are postulated as temporal, 
Prior distinguishes three possible meanings of the functor ε. Prior (1957, 76-
83) emphasizes this in his Time and Modality when he discusses the two 
meanings of the article “the”, the weak “the” and the strong “the”. As 
Leśniewski did not hold this concept of propositions, nothing similar occurs 
in his logic system.  
 The weak “the” is an article in the formula “The a is a b” where the speci-
fication depends on the time frame, as in the statement “The president of Rus-
sia is the owner of a dog”. This statement can only be true when there is only 
one individual which the predicate can be assigned to at the time of utterance. 
The statement was consequently true when this paper was written but was not 
true several years ago when Dimitri Medvedev was president of Russia and it 
might not be true after Vladimir Putin finishes his career. Therefore, the weak 
“the” has only a temporary significance. This sense holds the functor ∈ in the 
ΣT2 system.  
 In contrast, the strong “the” fixes its signification regardless of time. If 
there is the strong “the” in the statement “The a is a b”, the a, which is a b, is 
the only one individual that ever was, is or will be the a. Examples of such a 
statement could be “The best known pupil of Plato was a clever man”. When 
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the strong “the” is used in the logical system, the functor ∈ is replaced by the 
functor ∈’. Prior additionally defines a new logical system, ΣT3, where the 
functor ∈’ applies. 
 Prior also introduces the functor ∈”. The functor ∈” is derived from the 
functor ∈’ and describes the situation when, in the statement “The a is b”, the 
subject is characterised by the strong “the” and the predicate is an identifiable 
individual.7 Prior called the logical system in which the functor ∈” occurs the 
naïve object-existent system. The functor ∈” is the most useful functor among 
the ∈-functors because it enables Prior to create statements which deal with 
non-existent entities. He does not need to postulate either their existence or 
their properties. Prior does not want to postulate possibilia in this way, but in 
his concept of individuals, he has to deal with entities which do not actually 
exist, but which existed or will exist.  
 Prior’s treatment of individuals of Ontology is distant, however, from 
Leśniewski’s own interpretation. Simons (1982, 177-182) in his article demon-
strates that the functor ε can be interpreted in accordance with Leśniewski’s 
definition, but that interpretation does not suit the requirements of Prior’s log-
ical systems. The functor ε and the terms which are bound with it have an ex-
istential import in Simons’ interpretation. Prior (1971, 161) requires, for the 
applicability of the system, a different concept of terms bound by the functor ε 
(or ∈ in some of Prior’s works (Prior 1957, 63-75)). In addition, it is obvious 
that there are more differences between Prior’s and Leśniewski’s positions. 
They will be introduced in the following chapter, where Prior’s concept of 
Leśniewskian names is discussed.  

6.2. The difference between the concept of nouns  
in Ontology and Prior’s logical systems 

 Since Leśniewski’s Ontology is also described as the calculus of names, 
Prior’s concept of names can demonstrate to what extent Prior actually associ-
ated Ontology with his own logical system. As was shown in previous chap-
ters, Prior rejected the Russellian names because he did not want to postulate 
the existence of actual non-existent entities, although he had to work with them 

                                                           
7  The Identifiable individual is an individual which has a contingent existence but 
is determined by its past. Its future is open but it cannot act otherwise than it acted in 
the past. Moreover, events that happened to it also cannot change (see Prior 1968, 
66-77).   
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in his temporal logic. He consequently incorporated Leśniewski’s names into 
his system instead of those of Russell. 
 Simons (1982, 177-182) emphasizes that Prior also did not fulfil all the 
stipulations that are identified in Ontology. Although Prior was aware that his 
interpretation of the functor ε differed from Leśniewski’s, he in all probability 
did not possess any doubts about his interpretation of the Leśniewskian names 
which he included in his own logical system. Simons observes, however, two 
different interpretations of Ontology which can be found in Prior’s work. He 
finds that Prior construed Leśniewski’s names as class names or as common 
names. This does not mean, however, that Prior had two different understand-
ing of Leśniewskian names. These two concepts are primarily connected in 
Prior’s work. 
 An example of such a connection can be found in Prior’s paper Existence 
in Leśniewski and in Russell. Firstly, Leśniewski’s names are described as class 
names. Prior claims: 

Ontology’s so called “names”, in other words, are not individual names in 
the Russellian sense, but class names. This immediately explains the first 
two of the peculiarities I have mentioned. For while it makes nonsense to 
divide up individual names in this way, class-names are divisible into those 
which apply to no individuals, those which apply to exactly one, and those 
which apply to several. It makes sense also to say that some classes “exist”, 
either in the sense of having at least one member or in the sense of having 
exactly one member, and some classes do “exist” in these senses and some 
do not. (Prior 1971, 162) 

Prior’s replacement of the symbol ε with the symbol ∈ also affirms that he 
considered that Leśniewski’s names behave like classes.8  
 Simons (1982, 177-178) emphasizes that Leśniewski as a nominalist can-
not agree with the postulation of classes. Prior does not agree, however, with 
the postulation of classes either. He also considered himself a nominalist. In 
spite of the fact that he uses class to approximate Leśniewskian names to the 
orthodox logical systems, he rejects them having some means of existence. He 
claims:  

It may seem from what I have said that ontology, on my interpretation of 
it, is committed to the existence of classes as nameable entities, though in 

                                                           
8  This feature of Prior’s paper was particularly criticised by Sagal (1973, 259-262). 
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fact Leśniewski was notoriously nominalistic. But this is a misunderstand-
ing, arising from the use of the perhaps unfortunate term “class-name”. 
What we have to do deal with here are common nouns, and these are not 
strictly speaking names of objects at all. (Prior 1971, 165) 

 When Prior postulates Leśniewskian names in his logical systems, how-
ever, both descriptions can be used. They are defined as class names, and the 
hierarchy of classes can describe precisely how they operate in a logical sys-
tem. From the ontological point of view, however, they are treated as common 
nouns. As Słupecki (1984, 71) emphasizes, nouns bound by the functor ε 
should be of the same semantic category. Hence the concept in which Leśniew-
skian names are described as common nouns complies better with Leśniewski’s 
requirements. 
 In contrast, as Urbaniak (2014a, 189) points out, there is no consensus 
among authors as to which entity is represented by the bound variables in 
Leśniewski’s Ontology. It consequently cannot be claimed that it was actually 
Leśniewski’s concept of names which played such an important role in Prior’s 
ontological ideas. It was instead several of Leśniewski’s ideas primarily sur-
mised from the works of Leśniewski’s pupils. In addition, these ideas were 
occasionally misunderstood by Prior and when mixed with orthodox logic re-
sulted in the formulation of names that Prior calls Leśniewskian in his logical 
systems.  

7. Conclusion 

 To sum up, although Prior adopted Leśniewski’s concept of names, not 
everything that he attributed to Leśniewski was actually compatible with 
Leśniewski’s concepts. There are common features in both Prior’s and 
Leśniewski’s systems of logic. They both tried to create systems of logic 
which can be combined with nominalism and both also had a preference for 
natural language to the formal system. In contrast, Prior developed some 
ideas which he found in the papers of Leśniewski’s students so radically that 
even he had to admit that they differed from Leśniewski’s thoughts. This can 
be demonstrated by the functor ε, in which the change in usage was caused 
by the difference between Prior’s and Leśniewski’s concept of propositions. 
Finally, the concept of names, which is not the same in Ontology and Prior’s 
logical systems, can be representative of the third way in which Prior adopted 
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concepts of Ontology. Although Prior thought that he introduced the 
Leśniewskian names into his logical system, they did not fulfil all of Leś-
niewski’s requirements. 
 The adaptation of some features of Leśniewski’s system of logic, even 
though misinterpreted in certain ways, nevertheless enabled Prior to formu-
late his ontological position. The contribution of Leśniewski’s Ontology is 
remarkable primarily in Prior’s concept of names in which he had to combine 
nominalism with the intensional context and medieval concept of proposi-
tions.  
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 Proper names (such as ‘Obama’), indexicals (such as ‘I’) and demonstratives 
(such as ‘that dagger’) are singular terms. The job of singular terms is to pick out 
objects, and according to current orthodoxy not only the truth but also the mean-
ing of – or proposition expressed by – a sentence containing a singular term de-
pends on what object is, in fact, picked out. Insofar as the identity of the singular 
proposition depends on the identity of the referent, the identity of a singular 
thought corresponding to (or involving) that proposition depends on the identity 
of the object thought about as well. An obvious problem with this picture is that 
some singular terms, such as ‘Santa Claus’ and ‘Vulcan’, do not refer to anything 
but are nevertheless able to occur in sentences that seem perfectly meaningful 
and sometimes even true (‘Vulcan does not exist,’ for instance). Moreover, we 
entertain thoughts about Santa Claus and Vulcan that seem to be genuinely sin-
gular, and even in the absence of referents they seem to succeed in fulfilling their 
representational task. To put the core problem as succinctly as possible: When 
we characterize thoughts expressed by sentences containing singular terms, we 
need to involve the objects referred to by those singular terms themselves; yet 
the fact that these sentences are meaningful even if the terms (apparently) do not 
refer to anything suggests that the referents themselves are extrinsic to the nature 
of those thoughts.  
 The amount of philosophical work done on fiction and on mental and linguistic 
representation of things that do not exist (if anything) is staggering, and an impres-
sive number of strategies have been tried out. Virtually all of the claims in the 
above paragraph have been rejected by someone at some point, for instance. Empty 
Representations: Reference and Non-existence, edited by Manuel García-Carpin-
tero and Genoveva Martí, can hardly claim to be comprehensive – there is, beyond 
the useful introduction, no detailed discussion of Meinongian theories, for instance 
– but it does cover a number of important contemporary questions, views and strat-
egies deployed to account for such representations. As such, it will be valuable to 
anyone who wishes to get up to date on the state-of-the-art research on these issues, 
and indispensable to anyone working on empty names or singular thought. It 
should be noted, however, that apart from the lucid overview by García-Carpintero 
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in the introduction, the book is perhaps less helpful as an introduction to the issues. 
Some of the contributions are rather technical, and several are applications or mod-
ifications of frameworks that the authors have developed in detail elsewhere –  
a comprehensive evaluation of which will probably require consulting those other 
works. 
 The book is divided into four parts, of which the first, Foundational Matters: 
Singular Thoughts and Their Attribution, concerns, somewhat loosely, general the-
oretical issues surrounding singular thought, in particular the association between 
singular thought and acquaintance – whether the ability to entertain singular 
thoughts about x requires that one stands in some special epistemic relationship to 
x – and how these concerns play out when those thoughts turn out not to refer. In 
“Transparency and the Context-Sensitivity of Attitude Reports” Cian Dorr mounts 
a powerful and interesting defense of the idea that although singular beliefs and 
reports of singular beliefs are transparent (that if x = n, then one believes that ϕ(x) 
if one believes that ϕ(n)), the intuition that substitution of singular terms does not 
generally hold can be explained by the context-sensitivity of belief ascriptions. He 
provides a careful explanation of how context-sensitivity may be invoked to ex-
plain such intuitions, and an interesting Kaplan-style semantics for context-sensi-
tive sentences as well as a thoughtful discussion about what the source of the con-
text-sensitivity of belief reports may be. What is perhaps missing is a precise for-
mulation of what the semantic content of a typical belief report actually is when 
given what he calls a non-uniform interpretation, or what an ascription whose em-
bedded clause contains a non-referring term could convey to an audience, but the 
framework nevertheless provides an interesting starting point for further explora-
tion. 
 Robin Jeshion, in “Two Dogmas of Russellianism”, argues that contemporary 
Russellians have often failed to address a tension between three theses Russell him-
self ascribed to: That noun phrases are either directly referential or quantificational, 
that the only objects to which we can directly refer are those with which we are 
acquainted, and that there are two ways of thinking about particular objects: singu-
larly or descriptively. Those theses constitute what she calls ‘the Russellian trinity’ 
– an agent A is acquainted with o iff A can directly refer to o iff A can think sin-
gularly about o – and she endeavors to show that contemporary Russellians who 
accept that all proper names are directly referential, should reject the other two 
theses. In particular, she argues, first, that perceptual and testimonial information 
usually considered sufficient to establish reference is often insufficient to make 
agents acquainted with that reference in any meaningful sense (Russell himself, of 
course, maintained that we are only acquainted with sense-data, thus avoiding the 
possibility of error through misidentification, but most contemporary philosophers 
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adopt a more liberal view of acquaintance). Second, some of our referring expres-
sions are empty and so, pace realists about mythical characters, resist any sort of 
acquaintance relation, as do referential terms introduced by purely descriptive stip-
ulation; so-called ‘descriptive names’. Of course, the second point assumes (Jesh-
ion offers no argument here) that empty and descriptively used names are genu-
inely referential names, which is certainly a controversial assumption. The main 
problem with maintaining that descriptively introduced names are referential, for 
instance, is not that it threatens a close association between acquaintance and ref-
erence, but that it threatens to commit us to a priori contingent beliefs that should 
not be a priori – it would entail that the true proposition Whitcomb Judson invented 
the zip can be known a priori by anyone who knows that someone did. If descrip-
tive names were not directly referential they would be no counterexample to an 
acquaintance condition on reference (though, as Hawthorne & Manley (2012) have 
argued in detail, an acquaintance condition may not help circumvent the problem 
either). If descriptive names are not ordinary, referential proper names it is a short 
step to concluding that empty ones aren’t either. 
 Jeshion goes on to argue against the acquaintance requirement in favor of  
a view she calls ‘cognitivism’ (defended in more detail in Jeshion 2010), accord-
ing to which we think about individuals through object files, where the fact that 
a mental file is an object file is a matter of the normative and functional role of 
the file – the significance of the object itself to a thought – rather than whether 
the agent is acquainted with the referent of the file. Ken Taylor and François 
Recanati defend similar conceptions of singular thought in their contributions to 
this volume; Recanati even retains an acquaintance condition, though his under-
standing of acquaintance is, at least as compared to Russell’s original idea, so 
diluted that any disagreement with Jeshion on that score may be little more than 
terminological. 
 Jeshion also rejects Russell’s claim that there are two mutually exclusive and 
jointly exhaustive ways of thinking about objects in the world – singularly and 
descriptively – and the arguments for this claim are less developed. The idea that 
singular thoughts are object-involving is dismissed in a paragraph, and the most 
intriguing version is rejected simply by appeal to incredulity: ‘It cannot be literally 
true that the object itself is a constituent of one’s thought itself, the mental partic-
ular,’ says Jeshion (p. 85), yet that is precisely what defenders of de re intentional-
ity are committed to (see McDowell 1986, for instance). Other properties associ-
ated with singular thought, non-descriptiveness and directness are also dismissed 
without much – or only gestures toward – argument. This is a bit puzzling, since 
once we get rid of the acquaintance requirement (and perhaps object-involvement) 
maintaining a clear distinction between singular and descriptive thought would 
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seem all the more natural as a distinction between tracking an object of thought 
‘directly’ or as individuated by the role it plays (individuated by a description),  
a difference that becomes significant for instance when tracking the objects 
through counterfactual situations or over time, and perhaps to mark a distinction 
between whether the identity of the object of thought is determined by factors ex-
ternal to the thinker’s mind. Without the acquaintance requirement, whether  
a thought is a singular thought can be defined purely in terms of its normative and 
functional role, which would also be straightforwardly reflected in the semantic 
and syntactic properties of sentences expressing those thought. Counterexamples 
to a sharp, formally defined distinction usually rely precisely on the lack of a proper 
epistemic grounding for certain thoughts (and sentences) with an apparently sin-
gular form. (Jeshion mentions referentially used description as a worry for main-
taining the distinction, but it is at least prima facie plausible to think that a refer-
entially used description is a means for handily naming an object individuated by 
description (or demonstration) but thought about non-descriptively.) Moreover, re-
jecting a sharp distinction between descriptive and singular thought would tend to 
weaken her own arguments against the acquaintance requirement – thoughts ex-
pressed by sentences containing descriptive names, for instance, will be evidence 
against the acquaintance requirement on singular thought only on the assumption 
that they are, indeed, genuinely singular thoughts. Of course, Jeshion has written 
about these issues elsewhere, and although the discussion in the current essay is 
interesting and thought-provoking, one would need to consult those other works to 
get a full sense of the force of her arguments. 
 In “Intersubjective Intentional Identity” Peter Pagin discusses the problem of 
intentional identity in the context of Geach sentences (intentional identity is also 
discussed by Stacie Friend). His solution draws on his and Kathrin Glüer’s devel-
opment of relational modality (see Glüer & Pagin 2006; 2008), which is also the 
topic of their joint contribution “Vulcan Might Have Existed, and Neptune Not: 
On the Semantics of Empty Names”, which opens part II of the book, Accounts of 
Empty Representations. The latter article develops their own switcher semantics 
for proper names to deal with empty names in a truth-theoretic framework. The 
basic idea is that proper names are associated with two different intensions, a stand-
ard possibilist intension that picks out in each world the unique satisfier of descrip-
tive information associated with the name, and an actualist intension that picks out 
the satisfier of that information in the actual world. Modal operators then switch 
the evaluation from the possibilist to the actualist intension. The result is an inter-
esting, essentially two-dimensionalist solution to the problem of empty names flex-
ible enough to respect a variety of prima facie conflicting intuitions about such 
cases. (Note that few two-dimensional systems have dealt with empty names in 
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detail.) That said, the article relies heavily on their previous work, and to those 
unfamiliar with that work certain moves, such as the introduction of different truth-
predicates, may seem ad hoc. They are also committed to the controversial idea of 
treating empty names as picking out possible individuals (see for instance Briggs 
Wright’s article in this volume). 
 In “Content Relativism and the Problem of Empty Names” Frederick Kroon 
mounts a powerful defense of the descriptive-proxy account of empty names – that 
is, a causal-descriptivist view adapted to empty names – in particular against the 
so-called variation problem (that there may be considerable variation in descrip-
tions agents associate with the name) by invoking content relativism, (roughly) that 
what is said by an utterance u in a context may vary between the circumstances 
from which u is interpreted. François Recanati’s contribution (“Empty Singular 
Terms in the Mental File Framework”) is based on his earlier work on mental files 
(cf. Recanati 2012) but introduces some more nuance to deal with empty names, 
in particular a meta-representational function that some mental files have that allow 
their owners to represent how other subjects think about objects rather than the 
objects themselves; the result bears some affinities with Frege’s reference-shifting 
account of indirect discourse. Ken Taylor (“The Things we Do with Empty Names: 
Objectual Representations, Non-Veridical Language Games, and Truth Simili-
tude”) discusses three distinctions – between objective and objectual representa-
tions (which is similar to Recanati’s distinction between thought-vehicles and 
thought contents), between veridical and non-veridical language games, and be-
tween truth and truth-similitude – that together allow him to offer a sophisticated 
and interesting account of how sentences that fail to express determinate proposi-
tions may still carry cognitive significance and be ‘correctly assertable’. That I do 
not discuss the details of the articles by Kroon, Recanati and Taylor should not be 
taken to indicate that I found them anything but rich, compelling and interesting; 
they are, however, based on ideas that these authors have defended in detail else-
where, and it is sometimes difficult to evaluate them independently of this back-
ground. 
 One of the most original and thought-provoking contributions to the collection 
is Imogen Dickie’s “A Practical Solution to the Problem of Empty Singular 
Thought”. Assuming that singular thoughts are genuinely singular (not descriptive) 
there is a tension between the claims that i) empty singular beliefs are not about 
objects; ii) for there to be a fact of the matter about what it would take for the 
singular thought to be true, there must be an object for it to be about; iii) empty 
beliefs are (often) justified; and iv) there is justification only if there is truth-con-
ditional content. Dickie defends the rather novel idea of rejecting iv). Although she 
provides some arguments against rejecting ii), she does not discuss in detail the 
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more obvious option of denying iii). Many Russellians would presumably reject 
iii) (indeed, many of them, such as Taylor above, deny that there even is a singular 
belief involved in empty cases) but argue that, in empty cases, the agent may en-
tertain related descriptive beliefs that are, in fact, justified and genuinely truth-con-
ditional. However, Dickie’s suggestion is worth taking seriously; in the article it is 
only developed in detail for demonstrative thoughts guided by the representational 
needs of the agent, and further work is needed to extend it to other singular thoughts 
(those expressed by proper names or other uses of demonstratives).  
 To develop her argument, Dickie draws on Anscombe’s distinction between 
speculative and practical knowledge (see Anscombe 1957). In particular, she re-
jects the classical assumption that the sort of relation with objects that is required 
for singular thoughts is theoretically oriented rather than practically oriented. She 
suggests, very roughly, that perceptual demonstrative thoughts fill a basic cogni-
tive (practical) need and are justified iff formed in a way that tends toward securing 
that the demonstrative element refers to a thing outside the mind (I will have to 
refer the reader to the article itself for the empirically informed details). Empty 
singular thoughts, then, are justified insofar as they are formed through processes 
that reliably secure reference to a mind-independent reference, even if the particu-
lar demonstrative thought happens to fail to do so because the world is uncoopera-
tive in that particular instance, and even if the resulting thought lacks genuinely 
truth-conditional content. 
 Two related worries that Dickie does not address should be mentioned, how-
ever. Dickie explicitly assumes that empty, singular, demonstrative beliefs are jus-
tified, and attempts to develop an account of how they can be justified. It is unclear 
to me, however, whether such beliefs really are the kinds of things that can be 
justified. Empty, singular, demonstrative beliefs may be formed by processes that 
reliably result in true beliefs, but a belief being justified is a matter of it being likely 
to be true given the available evidence or reliability of processes by which is was 
formed, which an empty singular belief with no truth-conditional content cannot 
be (Dickie rather explicitly commits herself to this conclusion on p. 237). Now, 
this worry may perhaps assume a notion of truth-likelihood that is too externalist; 
perhaps a response could be that these beliefs seem, to the agent, to be likely to be 
true and that this is enough to make them justified. But surely, from an internalist 
point of view, the belief that the agent thinks is likely to be true is not the empty 
singular belief but some other, truth-conditional and perhaps descriptive belief also 
formed on the basis of the perceptual experience (since the empty belief isn’t truth-
conditional, the agent cannot be thinking that it is likely to be true). To bring that 
point home, consider another, related worry with Dickie’s account: She provides 
no criteria for distinguishing empty, singular thoughts. Indeed, one suspects that, 
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on pain of equipping them with descriptive content, there can be no such distinc-
tion. But then all empty, singular thoughts are identical, and if one empty, singular 
belief is justified by being formed in a reliable manner, then all are. Surely, though, 
the agent herself can think that the empty singular beliefs she expresses by ‘thatx is 
F’ and ‘thaty is F’, respectively, where the corresponding demonstrative beliefs are 
formed in different circumstances, are different beliefs. And then it seems that the 
beliefs that are available to the agent for her own cognitive processes or networks 
of justification are not the singular beliefs themselves, but (perhaps) some descrip-
tively enhanced proxies. And if the singular beliefs do not play any role in the 
agent’s own cognitive economy, why does it matter whether they are justified? 
These worries may, however, merely show that there is work left to do; Dickie’s 
account is intriguing and deserves further attention.  
 The third section, Existence and Non-Existence, concerns the question of 
what we mean when we assert or deny that something exists. In “What is Exist-
ence?” Nathan Salmon offers a typically lucid explanation for why ‘existence’ 
should be considered an ordinary predicate, contrary to the view famously es-
poused by Kant and Russell. Greg Ray, in “The Problem of Negative Existentials 
Inadvertently Solved”, provides a neat solution to the problem of negative exis-
tentials like ‘Pegasus does not exist’ in a truth-theoretic framework. Indeed, the 
solution falls out of his axioms with such apparent inevitability that Ray is led to 
wonder why it has been overlooked. The answer is surely that he offers what is 
essentially a form of wide-scope descriptivist interpretation of names rather than 
a Millian or traditional descriptivist account, but the straightforward solution to 
the problem of negative existentials that follows is a potential argument for treat-
ing names this way. Ray also shows why wide-scope descriptivism is a natural 
position in a truth-theoretic framework given natural formulations of the axioms 
associated with names.  
 The final section, Fiction, deals with an assortment of issues concerning fic-
tional discourse, including the notion of truth in fiction and the ontological status 
of fictional characters: Realists claim that fictional characters exist – they are 
part of the ‘furniture of the world’, though they are, of course, abstract objects 
rather than real wizards or hobbits or detectives – whereas irrealists claim that 
the universe contains no such entities. Both views claim some basis in common 
sense: The realist can make sense of typical literary criticism by deeming for 
instance ‘some fictional characters are better known than others’ to be straight-
forwardly and literally true, but arguably struggles to get ‘Sherlock Holmes does 
not exist’ come out true, as it intuitively should. In “Fictional Realism and Neg-
ative Existentials”, Tatjana von Solodkoff endeavors to show how denials of 
existence in ordinary discourse should be analyzed to ensure that such claims 
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receive the correct truth-value. To do so, she elaborates on a suggestion by Amie 
Thomasson (1999) to the effect that ‘a does not exist’ should be interpreted as 
conveying the claim that a is not a K, where i) K is a conversationally salient 
kind and ii) a is fictionally characterized as being a K in conversationally salient 
fiction (p. 337). The task, then, is to provide an apposite value for ‘K’, and von 
Solodkoff provides a thoughtful and compelling argument for interpreting ‘K’ as 
(roughly) concrete thing.  
 In “Fictional Worlds and Fiction Operators” Mark Sainsbury argues against  
a particular kind of realist alternative, David Lewis’s possibilist account of fiction 
(see Lewis 1978). Instead of focusing on the familiar indeterminacy problems that 
arise when fictional characters are treated as possible objects, Sainsbury argues that 
Lewis’s account is beset by a variety of other problems, perhaps in particular the 
worry that in order to identify the possible worlds that give us the truth-conditions 
for the fiction one will first have to determine what the content is, which threatens 
to give rise to a vicious circularity – at least if Lewis’s account is intended to have 
a particular kind of explanatory power that, I might add, I am not sure Lewis really 
intended it to have. It is worth noting, though Sainsbury does not, that it seems 
possible to raise parallel concerns for possible-world semantics for ordinary dis-
course in general. 
 Kripke’s (2011) objection to treating fictional characters as possible objects has 
been influential: There is at most one Sherlock Holmes (uniqueness), but on a pos-
sibilist interpretation there will be a multitude of different possible objects that sat-
isfy the descriptions associated with Holmes in the stories and no satisfactory 
means for specifying which of these is the referent of ‘Holmes’ (multiplicity and 
arbitrariness). (Notice that non-possibilist realists may face similar challenges.) 
One may, of course, wonder how forceful this objection is if one follows Jeshion 
(this volume) and denies that reference presupposes a special epistemic access to 
the referent: Why not say that the referent of ‘Holmes’ is the possible object 
Holmes, who is not, and could not be, identical to any actual object – even if we 
do not have any non-arbitrary means for distinguishing between the different can-
didates that satisfy the descriptions associated with him – and that ‘truth according 
to the Holmes stories’ is defined in terms of worlds in which those stories are told 
as known facts about him? Perhaps it is a worry that we aren’t appropriately caus-
ally linked to such referents, but those who reject the acquaintance requirement 
will presumably have to adopt a fairly liberal view of causal links as a source of 
reference fixing to begin with. Now, we would not be able to identify them by 
distinguishing them from worlds where otherwise identical stories are told as 
known fact about persons that are not Holmes, of course, and would accordingly 
need to stipulate the worlds we are interested in when evaluating sentences for 
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truth-according-to-the-Holmes-stories. But that is presumably how we should 
think about modal talk about individuals in general: To determine whether ‘Aris-
totle could have failed to teach Alexander’ is true, we don’t search the space of 
possible worlds to discover one where an identifiable Aristotle fails to have that 
property. Rather, we stipulate that we are talking about Aristotle and (roughly) de-
termine whether he can be part of a world where he doesn’t have that property; 
similarly with Holmes. 
 That response does, in fairness, assume a rather radical anti-acquaintance view. 
Briggs Wright, in “Many, But Almost, Holmes?”, considers a less radical response 
by noting similarities between Kripke’s argument and Peter Unger’s problem of the 
many (cf. Unger 1980), which can roughly be illustrated as follows (cf. Lewis 
1993): A cloud is an aggregate of droplets. At the outskirts the density of the drop-
lets gradually falls off, with the consequence that it is impossible to tell where the 
boundaries of the cloud actually are. As a consequence, many different aggregates 
of droplets are equally good candidates to be the cloud, and we seem unable to say 
that the cloud is one particular aggregate rather than another. But if all these aggre-
gates count as clouds we have many clouds; and there is just one. Wright explores 
whether standard solutions to the problem of the many can be used to salvage pos-
sibilism from the multiplicity and arbitrariness problems, ultimately concluding 
that such strategies fail. 
 There is one response I wonder whether Wright is a bit too quick to dismiss, 
however. According to supervaluationism, ‘there is but one cloud’ is super-true 
since, despite the multitude of potential candidate clouds, the sentence is ‘true un-
der all ways of making the unmade semantic decisions’ (Lewis 1993, 31). Simi-
larly, one might suggest, ‘there is just one Sherlock Holmes’ is super-true, since no 
matter what we decide on matters not specified in the Holmes-stories, the sentence 
will ostensibly come out true. Wright’s worry is that although the move will super-
ficially circumvent the tension between uniqueness, multiplicity and arbitrariness, 
it does so at the cost of what a rather paradoxical-looking result: Although the ob-
ject-language sentence ‘there is just one Sherlock Holmes’ is true, ‘when we exam-
ine the meta-theory for that language, we find, paradoxically, that there are many 
things, each of which qualifies as [Sherlock Holmes] on some interpretation of the 
language’ (p. 299). The result may not formally be a paradox, but seems to be in 
tension with ordinary conceptions of uniqueness since assertions of uniqueness will 
be ‘ultimately made true by the existence of many things.’ And although the worry 
may perhaps be circumvented in the case of the problem of the many, the common 
strategies, such as invoking Lewis’s notion of almost-identity, are unavailable in 
the fiction case.  
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 I agree that the result may seem strange. But then, there is something strange 
about uniqueness intuitions about fictional characters in the first place. In her in-
teresting contribution on intentional identity in an irrealist framework, “Notions of 
Nothing”, Stacie Friend discusses and evaluates various ways to account for the 
feeling that different thoughts expressed by sentences involving, say, ‘Santa’ may 
be about the same thing even though ‘Santa’ does not refer, different agents may 
associate different descriptions with Santa, and the name may have gained traction 
in a linguistic community without the associated information having any clearly 
discernible, single origin. One of her points is that in some contexts, such as when 
a child says that ‘Santa will come tonight’ and a different child that ‘Father Christ-
mas will come tonight’, we feel compelled to say that they are talking about the 
same thing; yet in other contexts, such as when a historian talks about how Father 
Christmas came to be associated with Santa, they seem to be represented as distinct 
due to the distinct origins of the myths. Her irrealist account manages to make 
sense of these variations in judgment; a realist account, however, including Lewis’s 
possibilism, may have more trouble resolving these apparently conflicting intui-
tions.  
 But what do these considerations do to the uniqueness intuition that drives 
Kripke’s challenge to Lewis? Consider the unmade semantic decisions regarding 
Sherlock Holmes. Now, the Sherlock Holmes fictional universe did not end its ex-
pansion with Conan Doyle. Holmes has made numerous later appearances – think 
for instance of the recent TV series set in modern-day London – where many deci-
sions left unmade by Conan Doyle have been made. Different later expansions (and 
overlook the popular but rather artificial notion of a canon often guarded with some 
fervor by fans of the original stories) take the Holmes stories in different directions, 
and will often make incompatible semantic decisions regarding elements left un-
specified in the original stories. What happens with our intuition that we are still 
talking about Holmes, or that these more recent contributions concern the same 
character as Conan Doyle’s original stories? It seems that our intuitions about iden-
tity or uniqueness start to become shaky and, even more obviously, to context de-
pendent.  
 In a possibilist framework these incompatible semantic decisions must be re-
flected by different worlds where different possible people play the role of Holmes. 
And these possible people must then have been different Holmes candidates all 
along, even when Conan Doyle wrote his original stories (it’s not like Lewis could 
be a creationist about fictional characters). So the possibilist must deny that 
Kripke’s uniqueness intuition should be accounted for by there being a single ref-
erent for Holmes in the first place, and our (and Friend’s) discussion suggests that 
such intuitions ought to be somewhat shaky, no matter one’s stance on the ontology 
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of fictional characters. The supervaluationist move gives Lewis (and possibly other 
realists) a means to explain why our judgment that ‘there is a unique Holmes’ may 
nonetheless count as true in some contexts: Even if there are several truth-makers 
for the sentence, no matter how the semantic decisions that remain unmade relative 
to some salient class of properties (which is, of course, context dependent) are 
decided, the sentence ‘there is a unique Holmes’ may still be super-true and hence 
assertable. (In other contexts, with a different class of properties, it may not be.) 
Whether this line of response will ultimately be successful is a matter of debate, of 
course, but it seems to me a potentially promising explanation for why we seem to 
harbor uniqueness intuitions even though there obviously (and not only in a possi-
bilist framework) isn’t one, unique thing that is Sherlock Holmes. 
 As should be clear the contributions to Empty Representations provide ample 
food for thought, and given that the contributions offer a multitude of intuitively 
compelling arguments going in very different directions it should be unnecessary 
to say that it hardly provides the final word on any of the issues discussed. Yet for 
anyone with an interest in fiction, non-existence, the semantics of empty names, or 
mental representation in general, it should remain an indispensable reference book 
in a rapidly developing field for some time to come.  

Fredrik Haraldsen 
fredrikhar@yahoo.no  
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