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ABSTRACT: I would like to show that the problem of logical constants can be helped 
by treating the problem of relationship between logic and human reasoning. Thus  
I will present some parallels between the respective dilemmas and show that choice of 
a proof-theoretic answer in one case induces an expressivist choice in the other and 
the other way round, as well. This does not mean that other options are closed, though 
the two selected ones are thus given a new plausibility. Furthermore, the proof-
theoretical demarcations of logical constants can provide missing details into the ex-
pressivist story, as they say which constants and why can actually perform the expres-
sivist job. 

KEYWORDS: Demarcation – logical constants – logical expressivism – model theory – 
proof-theory.  

1. The problem of logical constants 

 Logic, presumably as every other discipline, should have its own vocabu-
lary, i.e. there should be some words which belong specifically to the pur-
view of logic. One can distinguish between meta-vocabulary and object-
vocabulary. Let us illustrate the distinction using the example of zoology. 
Members of its meta-vocabulary are, e.g. species, kind, family etc. Its object-
vocabulary, then, includes such words as animal, dog or dolphin. Now logic 
obviously also has its meta-vocabulary, including, among others, conse-
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quence, premise or contradiction. But we are interested here in the object-
vocabulary, which plausibly includes the classical quantifiers, the signs for 
classical connectives and perhaps other signs as well. These are the ones 
which make the logical form of a meaningful sentence. Now how can we de-
cide, which linguistic items to count as logical constants in this sense? 
 Obviously, no logician would think of the word dog as of something 
within the purview of logic. Whether the sentence Every dog is a mammal is 
true is something vindicated by a biologist (as far as it makes sense to verify 
such a sentence instead of accepting something like Dog is a kind of mammal 
as a partial definition). The same holds for the fact that the sentence Some 
dogs can fly is false. The truth value would change in both cases, if we sub-
stituted the word dog by bird, which would mean to break the laws of bio-
logical discourse. On the other hand the sentence Every dog is or is not  
a mammal can be judged true by a logician. And logicians would agree that 
the words or and not belong, unlike dog or bird, within the purview of logic. 
Thus also substituting other ones for them, such as and, would mean breaking 
the laws of logic.  
 It can thus be said that logic is, as every other discipline, distinguished by 
its specific vocabulary (by which I mean, once again, the object-vocabulary). 
This does not necessarily mean that logic is concerned specifically with just 
linguistic phenomena, just as zoology’s having a specific object-vocabulary 
does not mean it is concerned only with linguistic matters. In case of logic, 
unlike in that of zoology, this is of course a much more attractive way to see 
its subject matter.  
 Anyway, the boundaries of the object-vocabulary are hardly clear. Does 
the modal operator on sentences necessarily belong to the logical vocabu-
lary? It is disputable, whether a vocabulary of any discipline is quite definite. 
Intuitively, it seems (especially to someone acquainted with Quine 1951) that 
it is actually not. Yet clearly some specification must be at hand in every 
case, otherwise we would have no idea about the given discipline. Actually, 
there can be more non-equivalent specifications and none has to make a 
clear-cut distinction, but they still have to serve to elucidate the character of 
the given discipline. 
 Now, should there be something special about the case of logic, should, 
say, its boundaries be specified more definitely, getting more close to clear-
cut boundary than in the case of other disciplines? The intuition probably is 
that we should be somewhat more demanding about the specificity of criteria 
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of belonging to its vocabulary, i.e. criteria of logical constanthood.1

 The problem of logical constants is rather significantly older than the two 
proposed solutions. Together with an ancestor of what I call here the model 
theoretical demarcation, it was identified by Bolzano. He was nevertheless 
generally rather sceptical about the possibility to give a non-arbitrary crite-

 Logic 
should, after all, be in one way or other, constitutive of our rationality and 
thus if anything is supposed to be definite, then it is logic. It appears that 
when one is somehow incompetent in logic, by which I do not mean that he 
lacks the academic skills and knowledge, but that (s)he is unable to master 
the behaviour of words such as and in every-day life, then (s)he cannot really 
understand anything else, indeed is incapable of being rational. Thus defi-
niteness should be in general considered as a virtue of any suggested demar-
cation of logical constants. 

2. The most important approaches 

 How can we try to demarcate the logical constants, then? In MacFarlane’s 
(2009) helpful summary of the history of the present issue, we are offered 
quite a lot of possible approaches, yet only two of them not shortbreathed and 
actually alive (that is, besides the obvious possibility of scepticism, which, as 
I have tried to motivate in the introduction, should be at least tamed, if not re-
futed). One approach can be called a model-theoretical, the other one proof-
theoretical. I will occasionally speak about the model-theoretic and proof-
theoretic demarcation. Yet in both cases it would be more accurate to speak 
rather of a family of demarcations, as there are more possibilities, how to ac-
tually demarcate logical constants both model-theoretically and proof-
theoretically. Yet no confusion should arise, as I will try to make clear in the 
subsequent sections. Let us see the two main approaches in some detail. 

3. The model-theoretic demarcation 

                                                           
1  This expression means that the members of logical object-vocabulary are treated 
by logic according to their specific meaning, unlike the members of the vocabularies 
of other discipline’s, from the meaning of which logic abstracts, treats them rather as 
variables than as constants. 
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rion of logical constancy. For his contribution and further development of the 
issue till the time I cover in this article, see the trilogy of articles by Ladislav 
Koreň – Koreň (2014a; 2014b; 2014c). 
 The model-theoretical account was first proposed by the very founder of 
model theory, namely Alfred Tarski. In Tarski (1986), he proposes to demar-
cate the logical vocabulary, or rather the notions which can be denoted by 
logical vocabulary, in a way which generalizes the analogous demarcations 
of geometrical concepts. In what follows, a transformation is a bijection of 
some domain onto itself. 
 As the concepts of Euclidian geometry are invariant under similarity 
transformations of the universe (for example a triangle gets mapped on  
a similar triangle, though perhaps proportionally smaller or bigger), the affine 
geometry under affine transformations (so that a triangle gets mapped on  
a triangle, though possibly not a similar one) and topology under continuity 
transformation (thus the triangle will be mapped on something which might 
not be a triangle but still is a continuous figure, the transformation does not 
tear it apart), we can say that the respective geometries deal with concepts of 
increasing generality. Now, according to Tarski, there are also concepts 
which remain preserved under all the transformation of the universe onto it-
self and these are exactly the logical notions. For instance, take the existential 
quantifier. In model theory it can be seen as a second-order predicate, i.e.  
a predicate on sets. If we consider any bijection of the universe onto itself 
and with it the induced bijection of higher-order objects, such as the sets of 
primitive objects (i.e. members of the original domain), then the existential 
quantifier holds of any set if and only if it holds of its image under such a bi-
jection. 
 This original idea had to be modified because otherwise some unwelcome 
concepts would also have to be counted as logical. In more recent model-
theoretical demarcations, the logical notions are defined as the ones which 
are invariant not just under a bijection of a given universe onto itself but 
rather under bijections between different universes, i.e. domains of models 
(structures). This version of the conception, as well as its historical develop-
ment, is captured by Gila Sher in Sher (1991). 
 In her book the reader may also find in more detail which elements of 
language are thus identified as logical constants. Let us just briefly mention 
that according to this approach logic is a rather broad discipline. For instance 
all the quantifiers which speak about cardinality of sets are logical. For ex-
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ample, we can think of a quantifier ℵ131, which asserts that there are ℵ131 
things (satisfying the given formula). And there are many more quantifiers of 
quite different kinds which get counted as logical constants by these lights. 
Actually, even though the logic developed by Sher is actually first-order (as 
these quantifiers speak only of objects, not of sets of objects) we get a sys-
tem, which is practically as strong as full second order logic (details about 
this relationship with the second-order logic can be found in Bonnay 2008; 
the salient properties of second-order logic are explained in Shapiro 1991). 
Thus logic incorporates most of the set-theory and when one accepts this de-
marcation, it even makes sense to say that logicism gets verified, i.e. mathe-
matics is proven to be a part of logic.2

 But before getting into the differences among the proponents of the proof-
theoretical approaches, let us first see the general idea which unites them. 

  
 In closing this section, it is good to remark that in this orthodox form, the 
model-theoretic approach leads to revisionism, on the one hand, and leaves 
some questions about logical constants unanswered, on the other. As regards 
revisionism, it is a problematic charge, as it is doubtful whether we can speak 
of a list of logical constants the logicians generally agree on. Though, as I al-
ready pointed out, there is something like a mainstream. Perhaps the con-
stants of classical first-order logic are the most standard list. Now, here we 
see that this demarcation suggest a substantial broadening of it. As regards 
the unanswered questions, it is clear, that modalities and in general the con-
stants of intensional logics are not touched by this approach, as it is focused 
mainly on first-order quantifiers. A partial answer might, nevertheless, be 
still better than no answer. 

4. Proof-theoretical demarcation(s) 

 Unlike the demarcations formulated using model-theory, the ones formu-
lated using proof-theory form a very heterogeneous class. Actually, there are 
some potentially important differences in the model theoretical camp, as well, 
but they are less significant and less motivated (see Bonnay 2008).  

                                                           
2  This is because set theory becomes a part of logic and most substantial parts of 
mathematics can be reconstructed in it; but it would of course need more considera-
tions. 
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This time it is Gerhard Gentzen who can be considered as the originator. 
While presenting his sequent calculus and his calculus of natural deduction 
(or, better, the corresponding forms of logical calculi) in Gentzen (1935), he 
said that the rules for the constants function as sozusagen Definitionen. They 
express what e.g. conjunction or existential quantifier are, or at least an im-
portant part thereof. 
 If we concentrate now on the sequent form of these rules for, say, con-
stants of classical or intuitionistic logic, we see that they are fully schematic. 
The logical constants are the only concrete linguistic items, the accompany-
ing formulas are just placeholders which can be filled in by any sentences. 
This fact led authors, such as Ian Hacking or Kosta Došen, to propose that 
exactly the items which can be characterized in such a calculus in this sche-
matic manner should be regarded as logical constants. This corresponds to 
the fact that logic is plausibly supposed to be topic-neutral. 
 Let us see two examples of proof-theoretic characterization. I will show  
a characterization of conjunction and of existential quantifier in the form pre-
sented in Došen (1994). This approach is little bit unorthodox, as it counte-
nances the double-line rules, the double-line expressing a mutual derivability 
(that is we can derive also upwards and not just downwards as usual). 

Γ ⇒ Δ, A  Γ ⇒ Δ, B 
══════════════ 

Γ ⇒ Δ, A∧B 

Γ, A ⇒ Δ 
═════════ 

Γ, ∃xA ⇒ Δ 

 In the case of existential quantifier, there is a special requirement on the 
side formulae, namely that they do not contain any free occurrence of the 
variable x. Thus in the case of conjunction the rule shows that its inferential 
properties do not anyhow depend on a specific context, i.e. on what is being 
talked about. Just anything can occur among the formulae of Γ and Δ. This 
connective is thus independent of a specific makeup of the context. Imagine  
a similar rule for the word dog. I do not want to propose it in any specific 
form, but besides the word dog, it would certainly have to include other spe-
cific words, perhaps mammal and others. In this sense the rule would not be 
truly schematic. And this corresponds to the intuition that the logical object-
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vocabulary should be topic-neutral or universally applicable in rational dis-
course. Put otherwise, the rules governing the logical constants are special in 
the sense that they are independent of context – the rules apply no matter 
what a given discourse is about. 
 In the case of the rule of existential quantifier, we can say that it is not 
fully schematic, because of the proviso regarding the variable. This leads Ian 
Hacking to assert that the existential (as well as the general) quantifier is not 
completely schematic and thus topic-neutral, which makes it somewhat less 
logical than the connectives. While I am sympathetic to this stance, I would 
like to point out that the proviso is obviously very week and only negative, 
requiring something not to occur in the accompanying formulae. 
 Nevertheless, the case of existential (and in fact also the universal) quan-
tifier shows that the notion of the inference rules being schematic might be in 
need of more specification. Perhaps being schematic is not a yes or no matter, 
but rather a matter of degree. Thus relaxing the requirements we get the clas-
sical quantifiers counted as logical constants and relaxing even more might 
lead to accept some modalities. Yet these further relaxations to allow them 
would be rather significant. The details might be found again in Hacking 
(1979). 
 Besides the possibilities to understand the schematic character of rules in 
different ways, there are more ways how the model-theoretical demarcators 
can legitimately differ. First of all, it is open which structural rules one ac-
cepts or whether one allows for multiple conclusions. And such choices do 
affect what one demarcates, as for example allowing multiple conclusions 
leads together with the other rules and relatively strict understanding of what 
makes a rule schematic to classical logic, while banning them, i.e. allowing 
only single conclusion, leads to intuitionistic logic. 
 A variation on this theme is the possibility to require the constants to pre-
serve different structural rules. Thus Hacking (1979) demands that after an 
introduction of a new logical constant the structural rules be provable, i.e. 
they do not have to be stipulated for more complex formulae so that the new 
complexity does not conflict with the previously valid structural rules. Fur-
thermore, according to Hacking, the rules also have to be conservative. On 
the other hand, Došen (1994) leaves open the possibility that introducing  
a new constant may, for instance, not be conservative (implication can make 
left weakening valid). These requirements on the rules are proposals to cap-
ture the notion of harmony of the rules for the logical constants, which was 
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introduced in Dummett (1973) and further discussed in Dummett (1991). 
They prevent, among other things, such constants as Prior’s tonk to become  
a part of logic.3

                                                           
3  The tonk connective, introduced in Prior (1960) is defined by introduction and 
elimination rules in a natural-deduction calculus. Given a formula A, the rules say you 
can infer AtonkB for any other B and subsequently you can infer B.  

  
 These technicalities might be substantial not just for a logician but also 
for a philosopher but let us put them aside, as we want to discuss rather the 
respective merits of the proof-theoretical approach in general, as compared 
with the model-theoretical one. For the present purposes another dispute in-
ternal to the proof-theoretical demarcators is more relevant. Some authors 
claim that the rules of the respective calculi are indeed definitions in the full-
blown sense. Others are more modest, saying that these rules merely charac-
terize or somehow analyse these expressions, possibly leaving some features 
of their meaning aside. 
 The attempts to fully define the constants by proof-theoretical means do 
indeed have their significant problems. The proof-theoretical definitions can-
not actually distinguish the more desirable logical constants from some exotic 
and hardly acceptable ones. For example, Harold Hodes is forced to speak 
about obscure properties of some rules, such as their being primitively com-
pelling (cf. Hodes 2004). Hacking and Došen adduce, on the other hand, 
plausible arguments for not considering the rules as definitions in the full 
sense. Hacking emphasizes that in order to understand for instance the rules 
for conjunction one has to understand the concept already (as we speak about 
the first conjunct appearing in its appropriate place AND the second conjunct 
as well). Došen shows that the rules lack some characteristics of definition. 
Most importantly they do not allow eliminating the constants in every con-
text. 
 But as long as our concern is with the demarcation of logical constants it 
is not so important whether the rules fully define the logical concepts. It is 
enough that they pin down some of their features which distinguish them 
from extra-logical ones. Thus Gentzen’s remarks about sozusagen Defini-
tionen serve rather just as a motivation for this approach, not necessarily as  
a binding programme. The proof-theoretical demarcators thus do not have to 
embrace the thesis that the semantics of the constants has to be provided 
proof-theoretically. 
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 To conclude this section, let us remark that the proof-theoretical ap-
proaches are generally not as revisionist as the model-theoretical ones. Fur-
thermore, they also allow discussing the modalities and the language of in-
tensional logics in general (though we did not focus on this issue here). Yet 
they do not give a fully definitive answer in these cases. But perhaps this is 
not only a bad thing, as it reflects some natural fuzziness of the notion of  
a logical constant. On the other hand, when we settle on a notion of sche-
maticity of rule, the answer is definite. 

5. Connections with human reasoning 

 Now I would like to discuss some broader implications of the presented 
demarcations, especially of the proof-theoretic ones. It is clear that both the 
proof-theoretic and the model-theoretic account can claim some degree of 
plausibility. But they give quite different results,4

                                                           
4  Remember that the model-theoretic demarcation leads to the logic of generalized 
quantifiers, which is not much short of full second-order logic. The proof-theoretical 
ones, on the other hand, can end up demarcating just the classical first-order logic. 

 so we have to inquire into 
the differences of the disciplines which they describe and ask which of them 
is more adequately described as logic. The difference is even more striking if 
we consider that the two approaches point to different answers to the ques-
tions about the truth of logicism. 
 Logic obviously has to be connected to human reasoning in some way or 
another. The basic question is how much it can be independent of it. I would 
like to distinguish three basic approaches. My list is not supposed to be ex-
haustive, though I believe that the most relevant accounts are basically varia-
tions of them.  
 The first approach is psychologism. According to psychologism, logic is  
a discipline which studies how we human beings actually think or perhaps 
argue. (There are several ways of how to specify it.) Logic is thus a descrip-
tive discipline and a given system is refuted when its disagreement with real 
praxis is demonstrated. It should be noted that although psychologism has 
been largely discredited by Frege’s and Husserl’s criticism, there are authors 
who try to revive it, for example Susan Haack in Haack (1978), Robert 
Hanna in Hanna (2006) or Johann van Benthem in van Benthem (2008). 
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 The second approach is Platonism, which makes logic practically inde-
pendent of actual praxis. Logic has got a domain of specific entities, abstract 
objects, which exist independently of our discourse and which it studies. Dis-
crepancies between its (correct) claims and actual human reasoning are to be 
ascribed to defects of our everyday use of reason. Frege often seems to be  
a Platonist. There has been, of course, a heated dispute about the adequacy of 
such a prima facie reading, but certainly many of his passages suggest Pla-
tonism, see e.g. Frege (1884). 
 The third variety of approaches is distinguished from the first two by 
taking logic to be a normative, not descriptive discipline. Neither the praxis 
of reasoning, nor the realm of abstract objects is described. Instead, logic 
determines which reasoning is and which is not correct, i.e. how one should 
reason. This vague idea can be concretized in different ways. It has to be 
explained why such norms are instituted in the first place and what their 
roles are. Furthermore, it should be clear whether the norms which are 
stated by logic are its original creation or whether they are rather codifica-
tions of norms which are already acknowledged in a reasoned argumenta-
tion. Do we have to decide for one of these two radically different forms of 
normativism, if we want to be normativists? Well, the difference can hardly 
be explained away, but I think a viable version of normativism has to have 
it both ways, though it might emphasize one of these aspects more. Yet  
a normativism which is based purely on codification of preexisting norms 
ceases to be a normativism just like the normativism which ignores the 
norms which actually live in our daily argumentation praxis. The first one 
would be end up being just a variety of psychologism, while the latter just  
a variety of Platonism (for whence would the norms stated by a logician de-
rive their legitimacy?). Thus any normativist approach should somehow 
correspond to rules of reasoning which are actually adopted, yet it has to 
transcend them. Classical example of a normativist would be Kant (1954) 
and, at least according to some ways of reading some passages, Frege 
(1884). 
 But let us postpone these considerations about possible versions of nor-
mativism, because here I would like to consider the species which can be 
called expressivism and which was developed by Robert Brandom (a clear 
statement of it can be found in the first chapter of Brandom’s 2000). But for 
the time being, let us leave normativism unspecified and briefly reflect on the 
compatibility of its general shape, as well as with that of psychologism and 
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Platonism, with the two dominant approaches to demarcating logical con-
stants. 
 Of course the issue of logical constants and the issue of relationship be-
tween logic and reasoning are divided and many connections between them 
are possible, but still it will be readily acknowledged that psychologism 
hardly seems to be suggested either by the model theoretic or by the proof-
theoretic approach. Their sheer abstractness seems to make them steer far 
away from actual practices, which are notoriously replete with fuzziness and 
heavily context-dependent. The case is perhaps more clear for the model-
theoretic approach. It is simply given which expressions (of course, when 
they have their standard meaning) are invariant with respect to the aforemen-
tioned bijections. The source of this definiteness still may be our practices 
but once they establish that some words are invariant (again, with their mean-
ings, i.e. the abstract objects), then they behave independently and it is up to 
us to discover their properties. And the development consists mainly in find-
ing the logical concepts and attaching names to them. Psychologism may not 
be lost completely, but it gets in a very difficult position, when the model-
theoretic approach is accepted. Truth of logic depends on us as little as the 
truths of mathematics, if not as truths of natural sciences. 
 How about the proof-theoretical approach and psychologism? First of all, 
it is highly disputable whether psychological observations about human rea-
soning can be formulated very well in the framework of a calculus of one of 
the described forms. And granted that, which structural rules should be ad-
mitted? Perhaps allowing or banning some structural rules can be said to pro-
vide for mapping different areas of human reasoning. But they can also be 
taken as different models of the same set of practices. Nevertheless, it does 
not seem very plausible that in our every-day reasoning we distinguish some 
rules as formal in the sense of sequent calculi. Thus psychologism, though 
not ruled out completely, does not interact very smoothly with the proof-
theoretical account of logical constants. 
 The marriage of Platonism with model-theoretical demarcation has the 
best prospects to be a happy one. They share the strong sense of objectivity 
of logic. Indeed, it suggests itself that logical constants denote some quite 
specific objects which belong to a different realm than the more mundane 
ones (the members of a given domain of a model). One of the specifics of 
modern model theory is of course its relativization of ontology in the sense 
that there is not one universe of what there is, the domain of each model con-
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taining only some entities. But the entities which are supposed to be denoted 
by logical constants are nevertheless invariant over all the domains. Strictly 
speaking, though, the denotation of logical constants, i.e. the real shape of 
logical concepts, remains dependent on which models there are. By this  
I mean that Tarski’s logical notions are identified with extensions induced 
over the models. And in a way this seems a little bit strange and undermines 
the notion of logic preceding all other knowledge and being independent of 
it. Though it might be legitimate to relax these foundationalist views, the Pla-
tonism just described seems to make logic dependent on the assumption that 
the Tarskian models represent all the possible discourses, all the possible 
ways our reasoning can be about something. 
 Keeping in mind the particularly good fit between Platonism and model-
theoretic demarcation, we can expect that the relationship between the proof-
theoretic demarcation and Platonism will be somewhat less harmonious. This 
time not some set-theoretical construct over a given domain but inferential 
steps (transitions from some propositions to other ones) or rather types of in-
ferential steps are hypostatized. And these would be rather strange entities. 
Thus it seems to me that should one interpret the Gentzenian rules governing 
logical constants in a Platonic way, then they would have to be regarded just 
as different ways of introducing the logical notions described by model-
theoretists. And since the Gentzenian demarcations demarcate weaker sys-
tems than the Tarskian ones, they are actually incomplete. Platonists can see 
them as different ways of illuminating the systems which should however be 
demarcated in the Tarskian manner. 
 Now what about the family of conceptions of logic which regard it as  
a normative discipline and though they differ from psychologism signifi-
cantly, still take logic to be intimately (in a sense in which the connection is 
not intimate for Platonism) connected with human practices of reasoning? In 
this case, the proof-theoretical demarcations should square better but let us 
begin with the model-theoretical ones. 
 I do not claim that it is impossible to be a normativist and favour the 
model-theoretic approach at the same time. It has to be supposed that our 
practices are guided by rules which specify how to operate with certain logi-
cal notions. These notions should not be understood as existing independ-
ently of our practices (or more generally, of us), on pain of falling back to 
Platonism. The problem is that it is hardly intelligible how the extensionally, 
model-theoretically understood logical notions can be actually taken to be an 
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object of human manipulation. I am not sure whether this would be only psy-
chologically implausible or whether it would be downright impossible. But it 
seems that one has to be able to individuate a given logical notion with its in-
finite extension. And it should be clear that inferential practices should be fi-
nite, i.e. always consist of a finite number of acts. In case, say of conjunction, 
the situation does not have to be so grave, as we can envisage rules which 
specify the correct usage of it, that is according to the abstract object it de-
notes, i.e. its truth function. Yet if we consider the generalized quantifiers, 
such as ℵ131, it is much more difficult to make sense of it as something which 
can be intelligibly referred to in a specification of a rule. First of all, it is clear 
that the concept of such infinite cardinality has no place outside a relatively 
narrow context of mathematics and thus cannot be regarded as universally 
applicable. Furthermore, the concept of ℵ131 is extremely unsharp, we cannot 
say that we understand what we say when we use it in the way we know what 
we say when we use conjunction or the existential quantifier. Every concept 
contained in a rule is bound to be vague to some degree, but it seems that we 
move to a new level when we envisage rules, which rely on the concepts ex-
pressed by many of the generalized quantifiers. 
 Why should the union with proof-theoretic demarcations be more feasi-
ble? The first simple point is that, once again, these demarcations have 
weaker results, i.e. they pick fewer constants and thus make logic narrower. 
This means that they would be less demanding on rational creatures. There-
fore the problems with psychological possibility decrease. More importantly, 
though, the form of Gentzenian rules suggests that they codify inferences, i.e. 
activities of certain kind. On the other hand, these activities do not necessar-
ily correspond to the real practices. And, as we have seen, there are more 
possible proof-theoretic demarcations. Which one is then to be picked out as 
the correct one? More specifically, which structural rules should we accept 
for our logical calculus? These issues are nevertheless not my principal con-
cern, as I am only trying to argue in favour of the proof-theoretic approaches 
in general. What matters now is that the potential discrepancies between such 
calculi and actual reasoning do not have to be as troubling as they were in the 
case of model-theoretical approaches. Even if the inferential steps codified in 
the calculi do not correspond directly to the actual inferences we make on 
daily basis, this does not mean that they could not serve to regulate actual in-
ferential practices as norms. But of course not every norm should be regarded 
as relevant to a given practice. It is therefore important to understand what 
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kinds of norms should be relevant to our reasoning and how they should re-
late to it. And, most importantly for us, whether the inferences codified by 
Gentzenian calculi can be regarded as such. 

6. Logical expressivism 

 So far we have only sketched the normative account of logic. As a sketch, 
it can be elaborated in various ways. Here I would like to concentrate on one 
particular elaboration and see how it fits the proof-theoretic approach to logi-
cal constants. 
 The expresivism I would like to present here was presented by Brandom as 
a part of his inferentialism. According to inferentialism, meaning of a given 
word is constituted by the inferential properties of sentences containing it. 
Meanings of sentences, then, are determined by the sets of sentences they can 
be inferred from and by sentences that can be inferred from them (possibly with 
further premises). This has the consequence that not only formal but also mate-
rial inferences are legitimate, i.e. the formal inferences are not seen as correc-
tions of the material ones (understood as enthymemes). Nevertheless, they en-
able to correct our inferential practices, as they make explicit the implicit infer-
ential commitments (by introducing conditionals) or incompatibility between 
statements (by introducing negation). Brandom thus explicitly provides a ra-
tionale for at least the conditional and the negation but it is not clear which one, 
whether e.g. the classical or the intuitionistic or still other ones. 
 MacFarlane (2009) takes Brandom’s approach to logic to be pragmatic, 
contrasting it, among others, with the principled approaches, among which 
the proof-theoretical ones belong. It is certainly true that Brandom puts much 
more emphasis on the overall purpose of logic and its place in the overall 
epistemology than the authors who actually came up with the proof-
theoretical demarcations, such as Hacking or Došen. Yet I would like to show 
that the proof-theoretic approach does not have to be seen as a different one 
but rather as compatible with logical expressivism. While Brandom gives  
a more broadly philosophical account of what logic is, the proof-theoretic 
demarcations give a more technical, clear-cut account. I suppose that Bran-
dom’s theory possesses its own appeal and may thus legitimize the proof 
theoretic account, while the proof-theoretic account has much more indirect 
attractions. 
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 First of the attractions of proof-theoretical approach is the fact that the 
demarcation gets relatively unsurprising results. This is of course only a weak 
virtue, though it is not so unimportant that it corresponds to general intuitions 
and practice. Yet, of course, it is relative which logics one expects to be de-
marcated. Still, it is true that the generalized logics of proof-theoretic demar-
cators cannot be said to be standard in the way the classical first-order logic 
is, which is clear at least from the fact that students are first introduced to it 
and perhaps much later, if ever, to their generalized quantifiers and further 
developments. 
 More important is that this approach specifies the formality and therewith 
the generality of logic. The Gentzenian rules governing the use of a logical 
constant are formal in that they leave everything else unspecified, i.e. they do 
not depend on context.5

 In the same vein it holds that the constants specified by the proof-
theoretic demarcation occur necessarily in any rational discourse. This is be-
cause of their formality. Once we engage in the enterprise of reasoning, the 
door for these constants simply gets open. The development of language pre-
sumably starts with some more concrete (thereby material) rules of inference 
and then by making the rules more and more general, we arrive at the com-
pletely formal ones, i.e. the ones governing the logical constants. For exam-
ple, we can say that some expressions are more general than others, e.g. dog 
is more general than Cocker Spaniel, since its use is governed by more gen-
eral rules. The rules for dog are presumably more schematic. For example its 

 Brandom requires of logical constants that they be 
conservative, for otherwise they could not really be used to perform the role 
of logic, namely to make our implicit inferential rules explicit. The constants 
demarcated by their formal Gentzenian rules are in general conservative (this 
depends also on the structural rules allowed in the calculus). Moreover, I am 
inclined to regard them as indispensable for our discourse, since it would not 
be rational without them, we could not do anything about the implicit rules 
and therefore would merely follow them similarly as physical objects follow 
the laws of physics. Here I am probably at odds with Brandom himself who 
would rather say that there might be discursive practices based just on im-
plicit rules. To be a rational being, it is not enough to follow rules, but also to 
make them explicit and thus also to be able to question them. 

                                                           
5  This is due to their being schematic, as was explained in the exposition of the 
proof-theoretical approach. 
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introduction rules demand less. Here I clearly do not mean only discursive 
rules, i.e. inferential rules in a narrow sense, but also the language-entry and 
language-exit transitions, envisaged in Sellars (1974) (a further discussion of 
the relationship of these transitions and inferential rules in the narrow sense 
in the framework of logical expressivism can be found in Peregrin 2014). 
Language then develops, among other things, by adding more general rules, 
which make more and more other rules explicit. Logical rules are somewhere 
at the end of this development. Ultimately it does not matter where, i.e. in 
which areas of reasoning our generalization gets started (if we forget about 
the possible controversies regarding the structural rules, as the differences on 
this issue can very well be motivated by applying logic to different areas). 
Logic is general and formal precisely because the logical constants can be ar-
rived at from the standpoint of every specific discourse. This shows that logic 
is something which is bound to accompany rational discourse at its every 
step, i.e. it is a necessary, though of course not sufficient, condition of truth. 
Trying to assert something which contradicts logic is like playing a game 
which is lost at the very beginning. The development of language of course 
never stops and is not driven just by the increasing generalizations of the 
rules that are made explicit. And as logic can be seen as a final-point of the 
process of generalization, it is implicitly present in our discourse from the 
beginning, exactly because its rules can be arrived at no matter with which 
material rules we begin. Let us also not forget that there might be a legitimate 
discussion about which rules should be deemed as truly formal (recall the is-
sue about the schematicity of the rules for existential quantifier). 
 But let us make the relationship between the formal and the material in-
ferential rules more precise. I will try to tell the story beginning with the 
situation when we have only the material inferential rules. In such a language 
people can start to disagree about the inferences they make, some deem  
a given inference legitimate, others not. Such a situation can be solved only 
by stipulating the allowed inferential step, which amounts to stating the con-
ditional (in case the rule is accepted), i.e. using a logical constant. This does 
not mean that the inference is now for ever taken to be legitimate only in its 
formalized shape (allowing to infer e.g. Thunder will be heard soon from 
Lightning is seen now only when we have the relevant conditional If lightning 
is seen now, then thunder will be heard soon), but it is possible that people 
might temporarily reason in a cautious mode, requiring the inference rules 
used to be stated explicitly.  
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 The other point, however, is that such a process of explication and formal-
ization of our inferential practices has to accompany our reasoning all the time 
because that is what makes it rational. And this process has to be guided by 
some norms which are given a precise form in the Gentzenian calculi. Yet to 
make the process of explication intelligible we have to study how the explica-
tors, such as the conditional, behave. And to do this we consider them isolated 
from our actual material inferential practices. This isolation is effected by 
planting them into an artificial niche where no material inferences are valid, i.e. 
in the sequent calculus. Why do we need such a general ideal? I suppose it is 
so because the distance it thus acquires with respect to our actual inferential 
practices enables it to work as an impartial device, it constitutes its objective-
ness (Wittgenstein’s Härte des logischen Muss). And furthermore, by taking 
the rules governing the logical constants to be fully formal, i.e. that all the 
accompanying premises are only schematic, we guarantee that they do not ac-
tually change the inferential framework they are supposed to explicate, because 
the logical constants are the only actual linguistic items occurring in the rules. 
Thus by introducing them we do not make any other linguistic items enter into 
new inferential relationships and thus do not change their meaning. Or we do, 
as they enter into relationships with logically complex sentences, but equally so 
for all of them, thus not distinguishing any single one. The change of meaning 
which all the sentences and thus also all of their constituents undergo can be 
compared to the change of size, e.g. doubling, underwent by all the physical 
objects. As is well known, such a change would actually be unrecognizable 
and would in fact be as good as no change at all. 
 The change regarding the whole of language thus happens on a meta-
level. Let us say that it is rather the way in which we treat language than the 
language itself. And it has to be said that language has its implicit logic even 
before the introduction of logical constants in the strictest sense. The material 
inferences can be said to constitute a sort of implicit logic, which neverthe-
less cannot ever be fully identified with its explication. Actually, it is very 
well thinkable that there are more explications in this sense. And therefore it 
does not make sense to speak of one true logic, though there are limits, and 
so not every system can form a logic. 
 And actually such an opinion is captured very well by the proof-theoretic 
approaches, because besides providing demarcations, they typically allow for 
pluralism. This pluralism, as was already mentioned, is engendered by the va-
riety of possible structural rules that are or are not accepted. Logic is thus 
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presented as something which is not independent of human activities and so it 
also is not definite as an independent entity, but it still has some boundaries, 
as by far not everything can be accepted as logic.  

7. Conclusion 

 I hope to have given some plausibility to the thesis that the logical con-
stants (and with them the bounds of logic as a discipline) can in fact be de-
termined. This can be done by two different argumentation strategies using 
different theoretical backgrounds, which nevertheless support each other. 
One is the proof-theoretic approach with its technical clarity but in need of 
further philosophical motivation and the other one is Brandom’s inferential-
ism and expressivism which is philosophically appealing but does not say 
very much about the problem of pluralism in logic; Brandom (2000) also 
does not give us any details on what the list of logical constants should be. 
The details of the proof-theoretical specification can be seen as formal regi-
mentation (with the typical virtues and also vices, of course) of Brandom’s 
philosophical insights, which can be seen, as he himself suggests, as devel-
opments of thoughts much older. When we ask, from the expressivist posi-
tion, which logics can serve the expressive role, the proof-theoretical ap-
proach gives us a good, though not fully conclusive, answer. Or at least, it 
provides a framework for looking for such an answer.6

                                                           
6  The present article was supported by Program for Development of Sciences at the 
Charles University in Prague no. 13 Rationality in the Human Sciences, section Met-
hods and Applications of Modern Logic. 
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ABSTRACT: According to Lynne Rudder Baker’s constitution theory, all artworks and 
artifacts are constituted intention-dependent (ID) objects which are irreducibly real 
and cannot be reduced to the collections of particles which make them up. The consti-
tution theory of ID objects is based on Baker’s theory of practical realism according to 
which our everyday life-world is a resource for metaphysics. This paper will focus on 
the problem of ontological relativism entailed by the constitution theory of intention-
dependent objects. I will argue, by way of an example, that the constitution theory of 
intention-dependent objects entails ontological relativism. That is because everyday 
life worlds vary from culture to culture. Finally, I examine if there is any possibility 
for the constitution theorist to avoid the problem of ontological relativism. I discuss 
Baker’s idea of a thin commonsense framework. 

KEYWORDS: Constitution – everyday life-world – intention-dependent objects – onto-
logical relativism – practical realism. 

1. Introduction 

 Lynne Rudder Baker’s constitution view is a metaphysical theory of eve-
ryday objects. Ontologically speaking, the constituted object could not be re-
duced to its constituter. Both the constituted object and the constituter are in-
dividual objects individuated by their different primary-kind properties which 
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are described by substance sortals (cf. Baker 1997, 602). Baker’s paradig-
matic example of a constituted object is Michelangelo’s David made from  
a piece of marble. David is an irreducible real entity which is neither identical 
to the marble piece (hereafter as Piece) nor is independent of it (see Baker 
1999, 145-147; and Baker 2000, 33). According to Baker, whenever the con-
stituting object x (e.g. Piece) with its primary-kind property F (e.g. being  
a marble piece) is in certain circumstances required for instantiating the con-
stituted object y (e.g. David) with its primary-kind property G (being a statue) 
the constituted object will come into existence. Baker has dubbed those cer-
tain circumstances as “G-favorable circumstances”. For example, if anything 
that has ‘being a piece of marble’ as its primary-kind property is presented as 
a three-dimensional figure in an art-world, given a title, and put on display at 
t, then there is something that has ‘being a statue’ as its primary-kind property 
which is spatially coincident with the piece of marble at t. As Baker explains, 
the constitution view can be employed in order to explain the ontological 
status of two groups of objects; “intention-dependent objects,” or “ID ob-
jects” and “non-intention-dependent objects” or “non-ID objects”.1

 Accepting Leibniz’s Law, Baker states that there is a property we can use 
to differentiate between David and Piece. Therefore, they are not identical 
(see Baker 2000, 31; and Baker 1997, 601). David has the property of being  
a statue at any possible world and at any time, while Piece does not have such 
a property. There could be a world in which there is no concept of art. In such 
a world Piece exists but David does not. So, there is a possible world in 
which Piece does not have the property of being a statue. Piece could have 
existed without having the property of being a statue while David could not 
since Piece could have existed in a world in which there is no convention and 
practice required for instantiating art-works (cf. Baker 2000, 30). David has 
the relational property of being related to an art-world or artist’s intention in 
virtue of which it exists whereas Piece does not have this kind of relational 
property; it exists in virtue of its properties which are not the same as David’s 

 Everyday 
objects, artworks and artifacts are ID objects while a piece of stone which is 
constituted by a sum of molecules is a non-ID object (see Baker 2000, 35). 

                                                           
1  In her earlier works, like Persons and Bodies, Baker uses the expression “inten-
tional object” to refer to ID objects. But in her other book, The Metaphysics of Every-
day Life, she employs the “intention-dependent object” to refer to this kind of objects. 
See Baker (2009, 11, footnote 13).  
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properties (cf. Baker 2000, 39). A consequence of this idea of difference is 
that the existence of some entities depends on their relational properties (see 
Baker 1997, 603; and 2009a, 151). For every x and y if they do not have the 
same relational properties they do not belong to the same kind (cf. Baker 
1997, 605). Thus, by virtue of relations to the artist’s intention, the art-world 
or the history of the medium, an entity can be constituted. Baker labels enti-
ties like David as “Intention-dependent” objects. An ID object then is an ob-
ject which exists in virtue of its relational properties which involve intentions 
(see Baker 2009, 10). As another example, consider one of the Dadaistic art-
works made by Marcel Duchamp (1887-1968) dubbed Fountain. It was an 
ordinary porcelain urinal exhibited in 1917. It constituted a new entity when 
hung on a wall in an art gallery, and given a title. 
 According to the constitution view, constituting an ID object requires  
a mind. When x is in a world in which there is no mind x cannot constitute any 
ID object. Although the presence of a mind is a necessary condition for consti-
tuting of an ID object, it is not sufficient. In order to constitute any kind of ID 
object the constituting object must be intended by a mind to constitute that kind 
of ID object, and the mind must be in a world – or in a society – that has the 
situation needed for constituting that kind of ID object (see Baker 1997, 602). 
Hence, in regards to constituting a kind of ID object y, whenever a constituting 
object x is intended by a mind which is in a world – or in a society (in our ac-
tual world) – without the special conventions and practices required for instan-
tiating that kind of ID object y, the constituting object x would have existed and 
there will not be any ID object. Piece in a context without conventions and 
practices required to produce artworks is just a piece of marble.  
 To sum up, the necessary and sufficient conditions for constituting an 
ID object are: (1) a mind; (2) a world – or a society (in our actual world) – 
with the conventions and practices required for instantiating that kind of 
constituted object; (3) the relation involving intention between the mind 
and the constituting object both of which are in that world; and (4) some-
thing of a suitable primary kind. In regards to constituting an ID object the 
existence of special conventions and practices are as necessary as the exis-
tence of a mind. Therefore, we can call this kind of object a context-
dependent object.  
 Baker’s theory of ID object depends on her theory of Practical Realism 
according to which what makes something the thing that it is, is determined 
by what it does in relation to other things and intrinsic properties have no 
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special authority to determine the nature of a thing. The gist of practical real-
ism denies the idea that we must take metaphysics to be exclusively informed 
by science. According to the reductionist view in metaphysics, everyday ob-
jects are not irreducibly real, and we can reduce the ontological status of the 
ordinary things to the ontological status of particles and their sums (cf. Baker 
2009, 10). By contrast, practical realism holds that ordinary objects (e.g. 
hammers, cars, tables, and etc.) are irreducibly real. According to practical 
realism, our everyday life-world is a resource for metaphysics (see Baker 
2000, 22, 24; and 2009, 15). The reason for the epistemic legitimacy of prac-
tice-based claims goes back to the fact that they are used successfully in prac-
tice. Although David and Piece are intrinsically the same and they have the 
same fundamental particles – atoms or quarks – they differ in their relational 
properties, so they are not identical.  
 One problem with this theory arises when we consider the fact that the 
everyday life-world varies from culture to culture. If there is no “one and the 
same everyday life-world” for all human beings, the constitution theory and 
practical realism entail ontological relativism. In this article, by way of a fac-
tual counterexample, I will argue that the constitution view of ID objects en-
tails ontological relativism unless we maintain that the theory can only be 
used to explain the ontological status of objects which exist in the part of our 
everyday life-world which is common to all cultures and societies. By “onto-
logical relativism” I mean the view that the existence of some entities de-
pends on cultural frameworks such that it is possible that an entity x exists at 
time t for a group of people with a special cultural framework C and at the 
same time it does not exist for the other group of people whose cultural 
frameworks are different with C. 

2. Intention-dependent objects and the problem  
of ontological relativism 

 According to the constitution theory, our everyday-life world is the foun-
dation for metaphysics. Now we can ask “What if the everyday life-world 
varies from culture to culture?” In fact, there are some examples showing that 
the everyday life-world varies from culture to culture. In what follows, I will 
discuss an example showing that the constitution theory entails ontological 
relativism where two different life-worlds clash.  
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 Suppose that in a museum there is a glass box with an exhibit inside 
which is a marble Lord Krishna statue from the 12th century. This statue is an 
idol for Hindu believers and at the same time it belongs to India’s history and 
civilization. Imagine that at time t the statue is considered by a Hindu be-
liever and a serious Christian believer simultaneously. The piece of marble 
constitutes the statue which in turn constitutes an idol for the Hindu believer. 
For the Christian, however, the piece of marble constitutes only the statue 
and there is no idol constituted by the statue. Here we have a case of onto-
logical relativism.  
 To see this, firstly, note that Krishna statues are worshipped by Hindu be-
lievers as manifestations of a Hindu God and they worship them. According 
to Baker, the Krishna statue constitutes an idol at t for the Hindu believer. 
Following Baker, we can say that if the idol (the Lord Krishna) and the statue 
are identical, then, by a version of Leibniz’s law, there would be no property 
borne by the statue but not borne by the idol and no property borne by the 
idol but not borne by the statue, but the idol has a property – the property of 
being essentially an idol that the statue lacks. That is because, the statue 
could have existed in a society or world without the conventions and prac-
tices required for producing sacred things and idols while the idol could not 
exist without these conventions and practices. The statue could have existed 
in a society as an artwork and not as a sacred object. The statue is not essen-
tially an idol and the Lord Krishna is essentially an idol. They differ in their 
modal properties, hence they are not identical.  

 (a) The Lord Krishna is essentially an idol 
 (b) The Krishna statue is not essentially an idol 
 ∴ The Krishna statue ≠ The Lord Krishna  

 According to Baker, a statue and an idol are two primary kinds, since 
their primary-kind properties are different with each other. This difference 
rests on the fact that the causal properties of an idol are different from the 
causal properties of a statue. If the idol (the Lord Krishna) and the statue are 
identical, then, according to Baker, their causal properties must be the same. 
In order to understand Baker’s idea of the causal properties of the constituted 
objects consider an example given by her where a piece of stone constitutes  
a monument (see Baker 2000, 33). According to Baker, ontologically speak-
ing, the constituted object – the monument – could not be reduced to the con-
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stituting objet – the piece of stone – because the causal properties of the con-
stituted objects are irreducible to the causal properties of the constituter. 
Similarly, the causal properties of the idol are irreducible to the causal prop-
erties of the statue. The causal property of the idol is that it causes the Hindu 
believers take this object as a manifestation of their god and they worship it 
while the statue lacks those causal properties. It causes that the sense of the 
sacred arises when a Hindu believer stands in a relation with it.  
 The statue is in idol-favourable circumstances and based on the constitu-
tion theory necessarily the idol is constituted. The necessary and sufficient 
conditions for constituting the idol are met; (1) there is a mind; (2) the mind 
is in a society with Hindu beliefs (required conventions and practices); (3) the 
mind stands in a relation with the Krishna statue while the relation involves 
intentionality and both the statue and the mind are in the same world and the 
mind takes this statue as the idol; (4) we know that the statue is something of 
a suitable primary kind.  
 Now, secondly, consider that the serious Christian believer stands in front 
of the statue. The mind of the Christian believer stands in relation with the 
statue while the relation involves intentionality. The piece of marble consti-
tutes the statue which does not, for him, constitute the idol. The Christian be-
liever may be aware of the fact that the statue is an idol for the Hindu believ-
ers but, obviously, he is not ready to accept that there exists a real thing 
dubbed the Lord Krishna. This is because he does not behave as if the statue 
is an idol. He does not worship the statue. In fact, for the Christian believer 
the necessary and sufficient conditions for constituting an idol are not met.  
 As shown, intention-dependent objects are context-dependent objects, on-
tologically depending on an everyday life-world. In this example, two differ-
ent contexts – two different everyday life-worlds – clash. On the basis of the 
constitution theory, a real thing exists for the Hindu believer at t which does 
not exist for the Christian believer at the same time. Thus ontological relativ-
ism follows.  
 According to Baker’s view, the identity of a constituter is determined on 
the basis of the identity of the constituted object. That is because the constitu-
tion relation is a unity relation (cf. Baker 2000, 46). Baker state that constitu-
tion is unity without identity. She writes:  

For when x constitutes y, there is a unitary thing – y, as constituted by x… 
As long as x constitutes y, x has no independent existence… During the 
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period that x constitutes y the identity of “the thing” – y, as constituted by 
x – is determined by the identity of y. (Baker 2000, 46) 

 For example, when we face the Lord Krishna we face a unified individual 
thing which is an idol-constituted-by-a-Krishna statue (cf. Baker 2009, 166). 
Baker again: “As long as x constitutes y, x has no independent existence” 
(Baker 2000, 46). In this example, at time t, the identity of the piece of mar-
ble is determined by the identity of the idol for the Hindu believer while the 
identity of the piece of marble is determined based on the statue for the 
Christian believer. Baker (2000, 33) writes: “The identity of the constituting 
thing is submerged in the identity of what it constitutes.” Now the question is 
which one of the two constituted objects the identity of piece of marble will 
submerge in. Is this object – the thing which both Hindu believer and Chris-
tian believer encounter – a statue or an idol? It is noteworthy that, ontologi-
cally speaking, the constituted object is more important than the constituting 
object. “The constituted thing has ontological priority over its constituter” 
(Baker 2009, 166). This is because the constituted object has greater causal 
powers. Baker again: 

If we suppose that the greater a thing’s causal powers, the greater its onto-
logical significance, then a constituted thing ontologically more signifi-
cant than what constitutes it. If x constitutes y, then y has all the causal 
powers that x has plus some new kinds of causal powers of its own. (Bak-
er 2000, 25) 

 Moreover, according to Baker (2009), constitution is a transitive relation. 
Therefore, what exist for Hindu believer is an idol which encompasses the 
identities of the Krishna statue and the piece of marble and what exists for 
Christian believer is just a statue which encompasses the identity of the piece of 
marble. So, in regards to our question mentioned above we will have two dif-
ferent answers. “What is this?” The Hindu believer says “This is the Lord 
Krishna” and the Christian believer says “This is the Krishna statue”. The Lord 
Krishna does not exist for the Christian believer. Is this object (ultimately) a 
statue or an idol? Given Baker’s view about what ultimately determines the 
identity of an object, we will have different answers ‘a statue’ and ‘an idol.’ 
 One way to avoid the problem, based on the constitution theory, might be 
to maintain that the idol really exists but the Christian believer is not aware of 
its existence. Such a claim might be made about the existence of artworks. 
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For example, it is quite possible that someone who is not familiar with the 
history of art and Dadaism cannot recognize that the urinal – Fountain – is an 
artwork, but once he knows about Dadaism he will be able to recognize the 
Fountain as a real constituted entity. Baker states:  

If you went into a gallery of the Louvre that is lined with works by Anto-
nio Canova and you identified them only as pieces of marble, you would 
be missing what is there. The constituted thing has ontological priority 
over its constituter. (Baker 2009, 166) 

 Can we say that in our example the Christian believer is missing something 
real? The answer is no. For Christian believer idol does not exist, even if he is 
well aware of the fact that the Hindu believers worship this object and they take 
it as an idol. As long as the Christian believer believes in Christian doctrines it 
is definitely not the case that there exists a real thing called the idol.  
 This case differs from the case of Duchamp’s Fountain. This is because if 
you describe Dadaism to a person who cannot recognize Fountain as an art-
work the person would be able to discern the artwork. But the Christian be-
liever here is aware of Hindu beliefs. In fact, the difference is about the fact 
that in the case of Fountain the person is not aware of the conventions and 
practices based on which an ID object is constituted while in this case the 
Christian denies the existence of such conventions and practices as real 
things. If he accepts the conventions and practices based on which the idol is 
constituted, then he has already converted to Hinduism. So, from a Christian 
point of view the idol does not exist even if the Christian is well aware of 
Hindu’s beliefs. In other words, in Christian’s context there isn’t a necessary 
condition which is required to constitute the idol. The Christian believer 
might show respect to this object if he knows that this is a sacred object for a 
group of people, but he does not worship the statue. 
 Thus, the constitution theory of ID object entails the problem of ontologi-
cal relativism where the ID objects are religious objects. As another example, 
imagine that in a museum there is a glass box with an exhibit inside which is 
an upside down cross from the 14th century. The cross is an evil object for se-
rious Catholic believers and at the same it belongs to western history and 
civilization. If at time t the cross is considered by a Hindu believer and a se-
rious Catholic believer simultaneously, then for the Catholic believer the 
piece of metal constitutes the cross which in turn constitutes a demonized ob-
ject (with its causal powers). On the other hand, however at the same time, 
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for the Hindu-believer the piece of metal constitutes only the cross and there 
is no demonized object that it constitutes.  
 But what is the importance of knowing that constitution theory of ID ob-
jects entails ontological relativism? Besides the fact that so far there has been 
no discussion on this consequence of the constitution theory of ID objects in 
the literature, I believe there is more to discuss. Here, I do not intend to argue 
that any theory in metaphysics which implies ontological relativism must be 
avoided. One might accept the idea that the theory of ID entities entails onto-
logical relativism, yet still believes in the constitution theory of ID entities as 
a sound theory in metaphysics. However, if one accepts the constitution the-
ory as a sound theory while the theory entails ontological relativism, another 
problem arises.  
 Ontological relativism follows that there is no universal reality for all 
human beings, that is, there are different realities. According to the constitu-
tion theory, cultures are resources for reality. Hence, cultural relativism en-
tails the relativity of reality. Based on the constitution theory of ID objects 
people with various cultures do not have one and the same reality to share. 
Hence, no one is in a situation to make any strict ontological judgment about 
the existence of entities in a culture to which she does not belong. In contrast 
to Baker, if someone who does not belong to western culture goes into a gal-
lery of the Louvre that is lined with works by Antonio Canova and she identi-
fies them only as pieces of marble, she would not be missing what is there. 
The constitution theory of ID objects entails that the reality for a person (A) 
whose culture is different with person B’s culture can be inaccessible for per-
son B. Consequently, the possibility of communication or interaction be-
comes blocked.  
 However, on the other hand, in our everyday life people from various cul-
tures communicate with each other. This communication is possible only on 
the basis of the assumption that reality is one and the same for all human be-
ings. At least, the reality for a person (A) whose culture is different with an-
other person’s culture (B) can be accessible for person (B). As mentioned, the 
constitution theory of ID objects has been based on the theory of practical re-
alism which is, in turn, based on our everyday life experiences. According to 
practical realism, our everyday life-world is a resource for reality.  
 Now we can see the problem of ontological relativism for the constitution 
theory of ID objects. The theory entails that the reality for a person (A) can 
be inaccessible for another person (B) whose culture is different with the first 
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person (A). While the constitution theory of ID entities has been grounded on 
our experiences of everyday life, it entails a consequence that is at odds with 
our experiences of everyday life. 

3. A suggestion to avoid the problem of ontological relativism 

 It seems that in order to avoid the relativism problem, constitution theorist 
can ground ontology only in what is common to all everyday life-worlds. If 
the ID objects are ontologically dependent on an everyday life-world, and if 
the everyday life-world varies from culture to culture, then the only way to 
avoid the problem of ontological relativism is to maintain that the constitu-
tion theory of ID objects can only be applied to a part of each everyday life-
world which is common to all different cultures. If all different everyday life-
worlds overlap each other there might be an area which is common to all cul-
ture. If the ID objects, ontologically speaking, depend on such a common 
area, then the problem of the ontological realism would be removed. 
 Nevertheless, the above suggestion would only be helpful on the basis of 
the idea that necessarily for all human cultures there is a common area. 
Therefore, the ontological problem will be removed if and only if we main-
tain two conditions. First, necessarily for all human life-worlds there is  
a common area. Second, the constitution theory of ID objects can only be ap-
plied on the common area. 
 If we look to Baker’s (1995), we see that she has discussed just such an 
idea of such a common realm to all everyday life-worlds, though she has not 
argued that necessarily all cultures have such a common area. Talking of the 
concepts of thick and thin commonsense frameworks, she writes: 

I use the term ‘commonsense framework’ to refer to any set of concepts 
expressed by non-logical terms occurring in sentences understood by al-
most everybody in a linguistic community. The ‘commonsense concep-
tion’ refers to the sentences containing terms expressing those concepts. 
(Baker 1995, 221) 

The commonsense conception reflects the everyday life-world. Everybody 
learns the commonsense conception of his culture when he learns the natural 
language of his community (cf. Baker 1995, 221). This is because the every-
day life world is embodied in natural language (see Baker 1995, 223).  
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 According to practical realism, different cultures have different thick con-
ceptions of common sense. But there is a commonsense framework in a thin 
sense which does not vary from culture to culture. It provides a common back-
ground for all cultures which includes concepts of medium-sized objects. Baker 
(1995, 222) writes: “In the broadest terms, the thin commonsense framework is 
not restricted to some particular outlook that may vary from culture to culture. 
Rather, it provides a common background against which differences among 
cultures become visible.” If, as Baker says, there is a thin conception of com-
mon sense framework for all human beings, then we can state that the constitu-
tion theory can avoid the problem of ontological relativism if we maintain that 
the constitution view of ID objects is about the part of everyday life-world of 
each culture which can be reflected in the thin commonsense framework. But, 
then, the constitution theorist may face another problem. How can she recog-
nize which part of an everyday life-world is the part that can be reflected in the 
thin conception of commonsense framework? Is there any possibility to provide 
a criterion to enable us to know that the constitution theory is about which part 
of our everyday life-world? I think this is a hard task to do for the constitution 
theorist, if she wants to avoid the problem of ontological relativism. 
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ABSTRACT: My aim in this paper is to provide a series of arguments against the con-
ception of emotional truth. If we accept the idea that emotions are eligible for being 
truth-apt, then we are conceding to the view that emotions are capable of having epis-
temic warrant. Many contemporary writers regard this kind of warrant as the concept 
of appropriateness or fittingness that is taken to be analogous to truth in the emotional 
realm (e.g. D’Arms – Jacobson 2000a, Nussbaum 2001, de Sousa 2002, Morton 2002, 
Goldie 2004). Yet, if we allow an analogy between appropriateness and truth, it would 
seem to allow that emotions are capable of being true or false. However, I argue 
against the concept of truth in the emotional realm, for there are some emotions that 
cannot be reduced to propositional attitudes which are eligible for being truth-apt, 
unlike beliefs, thoughts, and judgments. I shall demonstrate these cases in terms of re-
calcitrant emotions. Especially, I argue that some emotions are not eligible for being 
truth-apt by utilizing the notion of ‘direction of fit’. I argue that emotions have neither 
directions of fit, since emotion is only embedded in belief or desire. Finally, I con-
clude that appropriateness of emotions differs from truth or satisfaction by demon-
strating that the norms of belief/desire differ from norms of emotion. Hence, I argue, 
it is a mistake to give an account of all these, namely, belief, desire and emotion in 
terms of rationality.  

KEYWORDS: Appropriateness – belief – desire – direction of fit – emotion – satisfac-
tion – truth.  
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1. Belief/desire and emotion: a Humean functionalism  

 In explaining emotion, there are three kinds of strong view, which reduce 
emotion to feeling, evaluative judgment/belief or desire respectively. In this 
paper I shall argue against only the latter two types: a conception of emotion 
which attempts to view it essentially in cognitive terms, in particular in terms 
of belief and desire. The first position I want to discuss in this section is  
a Humean functionalism, according to which emotion is reducible to desire. 
In order to illuminate this, in what follows, I shall utilize the concept of ‘di-
rection of fit’. The concept of direction of fit is often attributed to Anscombe, 
for example by Platts (see Anscombe 1957; see also Platts 1979, 256).1

It is precisely this: if the list and the things that the man actually buys do 
not agree, and if this and this alone constitutes a mistake, then the mistake 
is not in the list but in the man’s performance… whereas if the detective’s 
record and what the man actually buys do not agree, then the mistake is in 
the record. (Anscombe 1957, 56) 

 In 
Anscombe’s story, there are two men, a man going shopping with a shopping 
list, and a private detective who tries to write down what the man buys. 
Anscombe contrasts a mistake in the performance of someone buying from  
a shopping list, with a mistake in a record which a detective is keeping of the 
shopping purchased (cf. Anscombe 1957). Then she asks “What is the differ-
ence between the man’s shopping list and the detective’s list?” Her answer is 
as follows:  

 In this passage, Anscombe suggests that the difference between belief and 
desire is similar to that between the detective’s list and the shopping list. As 
Danto remarks, the shopper may make a mistake by putting in the basket 
something that is not on the list – beer when the list says ‘beef’; the detective 
may make a mistake in writing ‘beef’ when the basket contains beer. The 
shopper corrects the mistake by replacing the beer with beef; the detective by 
writing ‘beer’ instead of ‘beef’ (see Danto 1999, 56). This way of contrasting 
beliefs and desires in terms of ‘direction of fit’ is, as Platts in Platts (1979, 
257) rightly claims, highly metaphorical, but many critics believe that the 
metaphor is very useful in illuminating the role of beliefs and desires in ex-

                                                           
1  L. L. Humberston suggests that it originate with J. L. Austin; see Humberston 
(1992).  
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plaining action, especially, reasons for action (see, e.g., Smith 1994, chap. 4; 
see also Searle 2001). According to this idea, desire is aimed at some end, 
whereas belief plays a role in achieving that end. This is what Smith calls 
teleological explanation of action, according to which an agent’s reasons are 
explained by the agent’s attempt to achieve some purpose or goal. Smith ar-
gues that this is so because desires have ‘world-to-mind’ direction of fit.2

 What then is ‘world-to-mind’ direction of fit? Smith believes that ‘having 
a motivating reason just is, inter alia, having a goal’ and ‘the having a goal is 
being in a state with the direction of fit of desire’ (Smith 1994, 116). But the 
trouble with this account is that it faces a circularity problem. For in order to 
explain having a motivational reason, it appeals to the idea of ‘having a goal’. 
Then having a goal is defined as ‘being in a state with which the world must 
fit’. Now in order to explain the concept of direction of fit, one appeals to 
‘having a goal’. So the argument seems to be circular. In order to avoid this 
difficulty, Smith appeals to a functional account of direction of fit, dropping 
the idea of goals or purposes.

  

3

For the difference between beliefs and desires in terms of directions of fit 
can be seen to amount to a difference in the functional roles of belief and 
desire. Very roughly, and simplifying somewhat, it amounts, inter alia, to 
a difference in the counterfactual dependence of a belief that p and a de-
sire that p on a perception with the content that not p: a belief that p tends 
to go out of existence in the presence of a perception with the content that 
not p, whereas a desire that p tends to endure, disposing the subject in that 
state to bring it about that p. (Smith 1994, 115)  

 He writes:  

 There have been detailed criticisms of Smith’s account.4

                                                           
2  Smith discusses this in his earlier article; see Smith (1987, 36-61). In this paper  
I focus on his later discussion – see Smith (1994).  
3  The circularity problem has been pointed out by Schueler (1991) and Zangwill 
(1998). In order to avoid the circularity problem, Humberston (1992) has appealed to 
second-order background intentions.  
4  The criticism comes from Schueler (1991); Humberston (1992); Zangwill (1998); 
Sobel – Copp (2001); Dunn (2004). Schueler’s and Humberston’s target of criticism 
has been Smith’s former discussion in Smith (1987), whereas recent writers focus on 
his later version – see Smith (1994). I too focus on his later discussion.  

 However, in this 
paper I focus on some difficulties arising from applying this formulation to 
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emotions. Although Platts glosses Anscombe’s view as that only desire is  
‘a prime exemplar’ of those states having world-to-mind direction of fit, 
Smith is invested in thinking that the account does cover emotions, since he 
says that states that include having a goal will count as desires on his broad 
construal (cf. Smith 1994, 117).  

2. Emotions and direction of fit  

 Having established a view of emotion, namely, a Humean functionalism, 
according to which emotion can be reducible to desire, in what follows,  
I shall demonstrate that such view is implausible in explaining the intention-
ality of emotion by applying the concept of direction of fit to emotion.  
 It might be thought that hoping that p counts as a desire for Smith and is 
an emotional state. If so, one might say, hope will have to have, with desire,  
a world-to-mind direction of fit. The reason why hope, like desire, could have 
world-to-mind direction of fit is that ‘he hopes the team wins but he doesn’t 
want them to’ is contradictory. Another reason that hope could have the same 
direction of fit as desire, one might argue, is because hopes aim at satisfac-
tion rather than at truth. If my hope fails to ‘fit’ the world, that is not any de-
fect in my hope but in the world. However, the trouble is that if we take hope 
as having world-to-mind direction of fit like desires, it cannot cover some 
kinds of hope close to cognitive states. For example, if I know that it is rain-
ing, then I can’t hope that the road is not wet, though I can wish it were not. 
When we hope, we also believe that it is possible that something we can do 
will ‘make it more likely that this hope (or other pro-attitude) gets realized’. 
We cannot have a hope or desire that cannot possibly be satisfied, unless we 
are committed to irrationality. If this is right, then according to Smith’s func-
tional account of direction of fit, ‘all hopes will have, like beliefs, a mind-to-
world direction of fit,’ since ‘I can’t hope that p once I discover that not p’ (as 
argued by Schueler 1991, 279-280). If this is the case, we can say that hope 
that p, like beliefs, tends to go out of existence when we perceive that not p.  
 But the problem with seeing hope as having a mind-to-world direction of 
fit like belief is shown by cases of ‘recalcitrant’ belief. We can compare the 
recalcitrant mental state with optic illusions of the Mueller-Lyre lines: the 
Mueller-Lyre lines continue to appear to be of different lengths while they 
are known to be equal lengths. In this respect, many people try to develop 
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this idea to show how, at times, our beliefs, feelings and actions seem to be-
have with a mind of their own despite our best efforts in trying to control 
them. This is because, S. Döring argues, the emotional content ‘resembles the 
content of sense-perception in that both kinds of representational content 
need not be revised in the light of belief and better knowledge’ (Döring 2003, 
223). She attempts to show this using an analogy emotion with optic illusion 
of the Mueller-Lyre lines as follows: just as our perception that the two lines 
differ in length persists in the face of our belief that the lines are the same 
length, so emotions may persist even though we have relevant and counter-
vailing knowledge. Thus, we can say that a person can have a sense-
perception or can feel emotion that p, and at the same time believe that –p. 
However, this is not the case in believing that p. If this is true, it follows that 
an emotion, like a sense perception, is not an attitude that can be considered 
as true or false as such. The point that Döring makes here is that in such cases 
of sense-perceptions and emotions we are able to be in a contradictory or 
ambivalent state, while in the case of belief, this is impossible. 
 Having elaborated on the analogy between emotions and sense-percep-
tions, now I want to argue against a cognitive conception of emotion which 
attempts to view it essentially in terms of belief. K. Walton says that ‘it is im-
possible to have the emotions without accompanying appropriate belief’. He 
writes:  

It seems a principle of common sense, one which ought not to be aban-
doned if there is any reasonable alternative, that fear must be accompanied 
by, or must involve, a belief that one is in danger. Charles does not believe 
that he is in danger; so he is not afraid. (Walton 1979, 6-7) 

 Given this, cognitivist, for example Kendall Walton, might require that if 
emotion is accompanied by a belief, and the belief has a direction of fit, 
namely, a mind-to-world direction of fit, then in some sense the emotion has 
that as well.5

                                                           
5  There is a strong version of cognitivism that attempts to view emotion as essen-
tially thought or belief. The question whether the theory of emotion should count 
emotion as cognitive or not is the question whether cognitive elements, such as belief 
and judgment, are conceptually necessary or not for having emotion. Robert Solomon 
has a preference for ‘judgment’ rather than ‘thought’ as the label for that cognitive 
element. Jerome Neu has argued that ‘thoughts’ rather than judgments are appropriate 

 Now if we apply this idea to Smith’s above formulation, we can 
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gloss it in functional terms as follows: an emotion that p is a mental state that 
tends to go out of existence in the presence of a perception with the content 
that not p. If I believe that there is nothing to be afraid of in the presence of  
a perception with content that not p (e.g., seeing a rabbit is not harmful), then 
I should not fear it. If I do, it follows that it is a mistake to fear p when not p, 
and the fear should be abandoned. But it is possible that fear persists, even 
when I consciously believe that the rabbit is harmless. If emotions imply, like 
Solomon and Nussbaum say, evaluative belief, we would have to be said to 
hold inconsistent beliefs as follows: an evaluative belief (fear) tends to en-
dure in the presence of perception that not p (the rabbit is harmless). If this is 
true, is it a mistake, and should it be abandoned? But in actual life we have 
those emotions; consider the case of phobia. The recalcitrant emotion of 
groups, as Susan James points out, are even harder to dismiss. For example, 
as Susan James puts it, a man as a member of the American Republican party 
may fear Islamic fundamentalism and holding the unchanging belief that fun-
damentalists are dangerous, despite evidence to the contrary (see James 2003, 
228). If a strong view which reduces emotion to belief were right, it could be 
said that the man or woman, who does not believe that the rabbit is particu-
larly dangerous, cannot be afraid of it, since according to the view, the rele-
vant belief is a necessary element of the emotion. However, the strong cogni-
tivism cannot explain the above cases which are examples of emotional re-
calcitrance. Hence it follows that emotional recalcitrance gets strong cogni-
tivism into trouble.  
 Let’s apply recalcitrance to the case of hope which is supposed to have 
mind-to-world direction of fit, like belief. I might still hope, for example, that 
my team will win even though all the evidence is to the contrary. The La-
bours genuinely hope they will win the next election. Should the Labours 
give up their hope that they will win? I’m afraid, the answer is no, because if 
they did, they would be sure not to win. This raises difficult issues about ra-

                                                           
for capturing what is the cognitive core of emotion. With regard to ‘cognition’, there 
has been a lively debate within the ‘cognitivist’ camp whether the type of cognition in 
question is better thought of as belief, thought, judgment, or something else. Some writ-
ers, for example, Walton (1979) favour beliefs. Neu (1977) suggests that the cognitive 
elements are thoughts. Solomon (1976; 1980) and Nussbaum (2001; 2004) defend the 
view that emotions are evaluative judgments. Roberts (1988) suggests ‘construal’ as an 
alternative.  
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tionality, which are beyond the scope of this paper.6 The point of this objec-
tion is to ask whether the cognitive element involved in the emotions is nec-
essarily a state of belief. Indeed, cognitive theorists do not always claim that 
the cognitive element, which is essential to the emotions, should be ‘belief.’ 
Belief, among the many cognitive attitudes, is somehow a ‘very strong’ kind 
of attitude, for belief itself is necessarily connected with evidential rationality 
or justification. I do not have a belief when I have no or insufficient relevant 
evidence. In other words, if cognitivists claim that the cognitive element, 
which is essential to the emotions, is belief, there is a risk of ruling out  
a number of ‘irrational emotions.’ In this respect, cognitivists substitute 
‘judgment’, ‘evaluation’, ‘appraisal,’ ‘apprehension’, or simply ‘construal’ for 
the belief. In rejecting the crudely cognitivist approach by assessing whether 
emotions have the kinds of directions of fit found in belief and desire respec-
tively, I hold the cognitive aspect of emotion to be construal rather than belief 
– the latter is ‘cognitively penetrable’7

 Another difficulty with Smith’s functionalist account of the ‘direction of 
fit’ concerns the latter part of the formulation of desire: ‘a desire that p tends 
to endure, disposing the subject in that state to bring it about that p.’ Suppose 
that you read about what Caligula did and became angry at the injustice of it 
all. The propositional content of your emotion, in this case, might be that Ca-
ligula is an awful person. But seeing Caligula as an awful person does not by 
itself provide an end for action, and it won’t dispose you to move to act, since 
in this case there is nothing you can do in order to change the world in such  
a way that Caligula no longer appears awful to you. I think what he did, 
ought not to have happened, but realise that I cannot do anything about it. 
Let’s apply this idea to another example; my hoping my team will win. If, as 
Smith argues, an emotion can be reduced to a merely functional state [that is 

 unlike the former and unlike emotion.  

                                                           
6  By the rationality of emotion, I mean the appropriateness or fittingness, while  
I take the rationality of belief/desire to be the truth/satisfaction, respectively. In this 
paper I shall only focus on the problem of the rationality of emotion, that is, the ap-
propriateness.  
7  I owe this terminology to Peter Goldie. I think ‘cognitive penetrability’ and ‘cogni-
tive impenetrability’ are helpful to explain our emotional experience. Our emotional 
experiences are cognitively penetrable only if they can be affected by our beliefs. On 
the other hand, our emotions are cognitively impenetrable when they are not affected 
by our persistent beliefs. Goldie uses the terminology ‘cognitive impenetrability’ as 
the same meaning as ‘recalcitrance.’ See Goldie (2000, 74-78).  



 D O  E M O T I O N S  H A V E  D I R E C T I O N S  O F  F I T ?  39 

a desire] that disposes the subject toward action, this might involve a desire 
to put it right. How then does my emotion – hope – move me towards action?  
I may not do anything to put it right. Rather, my desire involves an attitude 
toward (a pro-attitude) the winning: I want my team ought to win, but realise 
that I cannot do anything about it. If this is right, Smith’s view, according to 
which emotion can be reducible to desire, gets into trouble.  
 Now one might argue that the latter part of Smith’s formulation – ‘dispos-
ing the subject in that state to bring it about that p’ – has another difficulty 
when we apply it to the case of hope about the past. Imagine a case of hope 
about the past: I hope that I did not behave idiotically at last night’s party. In 
this case, although my hope tends to endure when I know that I behaved idi-
otically, it won’t dispose me to bring it about that I behaved charmingly. For  
I can do nothing now to make it the case. If I regret my behaviour, in this 
case, it may dispose me to bring it about that p; I may try to apologize to the 
host and to avoid the people who I met at the party. But in the case of my 
hope that I behaved charmingly, I won’t be disposed to make that which  
I hope for the case, even though my hope does not tend to go out of exis-
tence. Hence in this case we cannot say that hope has the same direction of fit 
as desire. In response to this kind of objection, Smith might say that these can 
be looked upon as (future directed) hopes about what will turn out about the 
past. If this is so, then Smith’s test still seems to work in this case.  
 I have demonstrated so far that a direction of fit account cannot deal with 
emotion, for example, hope. The best way to handle hopes on a direction of 
fit view would be to say that they involve having a desire for p plus the belief 
that it is still possible that p. In general, I have attempted to show, using 
Smith’s analysis that it is implausible that all emotions have the same direc-
tion of fit. A fear is inappropriate if the mind doesn’t fit the world, and a hope 
is wrong if the world doesn’t fit the mind. For some emotions, we strive to 
bring about their objects and, for others, we try to avoid their objects. In what 
follows, I shall use the idea of recalcitrant emotions to show why emotions 
have neither mind-to-world, nor have world-to-mind direction of fit. I shall 
discuss cases of pride and jealousy which will provide vivid illustration of 
this.8

                                                           
8  I am not trying to discuss jealousy and pride in general. I have picked out in-
stances of a kind that are likely to be rated as counter examples to the view that emo-
tions have either mind-to-world (belief) or world-to-mind (desire) direction of fit.  
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3. Emotional recalcitrance and personal perspective 

 One might say that emotions may have either, mind-to-world or world-to-
mind direction of fit, due to their involving either belief or desire. There are 
cases in which emotions sometimes have belief-like directions of fit. For ex-
ample, ‘pride’ sometimes does not involve desire but belief. My pride at my 
daughter’s achievements depends on the belief, evaluable as true or false, that 
she has had them. When I am proud of my beautiful house it is because of my 
belief that the object is mine. This is ‘cognitively penetrable.’ In being proud 
of my beautiful house, I first of all must believe that it is valuable; secondly, 
in order for the feeling to play a role I must believe the house to be in some 
way connected with me. G. Taylor calls those two beliefs ‘explanatory’ and 
‘indentificatory’ belief, respectively (cf. Taylor 1985, 27). The ‘explanatory’ 
beliefs just explain the relation between the valuable things and the person, 
whereas ‘identificatory’ belief refers to something ‘closely’ related to the per-
son who feels pride. Thus, according to Taylor, ‘a person may hold the requi-
site explanatory beliefs and yet not feel proud.’ ‘She may regard her beautiful 
house as a most desirable possession but may not regard this as reflecting on 
her own worth’ (Taylor 1985, 34). Thus in order to feel pride there must be 
indentificatory belief that ‘the agent regards the desirable as something she 
herself has brought about.’ That is, she must regard the information given by 
explanatory beliefs as her worth.9

                                                           
9  This is, according to Taylor, a sufficient condition for pride. 

 But if we accept this view we cannot ex-
plain the following case: in the case of the triumph of the team which I sup-
port, pride may involve ‘explanatory belief,’ but not involve ‘identificatory 
belief,’ since I cannot regard the team’s victory as one that I myself brought 
about. Thus in my view, the pride in the triumph of the team does not derive 
from belief but from my trying to think of the team’s victory as mine. In try-
ing to think of the teams’ victory as mine, there is no ‘fit’ or ‘directionality’, 
since trying to thinking of X as Y is subject to one’s will. This is one of the 
difference between ‘thinking of X as Y’ and ‘belief’, since as Goldie notes, 
‘believing at will is, as is generally accepted, impossible; one cannot directly 
try to believe something; at best one can indirectly (albeit irrationally) try to 
come to believe that thing by, for example, partly oneself in an environment 
where one is likely to do so’ (Goldie 2000, 72). If this is so, we can say that 
the pride in the triumph of the team is derived from my attitude of thinking  
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X as if Y. If this is true, in this case, we can say that pride does not have be-
lief-like direction of fit.  
 My pride, one might argue, presupposes a desire that my daughter has 
achievements, a desire with satisfaction-conditions and the world-to-mind di-
rection of fit. But that pride does not itself have satisfaction conditions, for it 
does not itself set goals for action. We could say that pride sometimes in-
volves mind-to-world (belief), sometimes world-to-mind (desire), or some-
times neither directions of fit. It follows that it is difficult to say that emo-
tions have either direction of fit. The reason why emotions sometimes have 
neither direction of fit is because we have the personal point of view when 
we experience emotion. We have different standards of fittingness when we 
experience emotion. Hence the appropriateness of the emotions can be stated 
from the agent’s perspective.  
 If we take jealousy as having the same direction of fit as desire, that is, 
world-to-mind direction of fit, then it could be said that jealousy aims at sat-
isfaction. What then is satisfaction of jealousy? For example, I might just 
wish my rival ill or dead. I may choose the way in which I confront my rival: 
a fight or to work hard. If I have low-esteem, I may be depressed or self-
destructive. But this emotional reaction cannot give me ultimate satisfaction. 
One might say that the ultimate satisfaction of one’s desire involved in jeal-
ousy extinguishes that desire. One way to terminate the desire might be to get 
rid of a belief that the rival is superior to the agent. If this were true, then one 
might argue that jealousy has the same direction of fit as belief, for the desire 
involved in jealousy rests on belief.10

 If we take emotions as having a belief-like direction of fit, we cannot ex-
plain kinds of malicious envy, or jealousy, for these cases are sometimes 
‘cognitively impenetrable’. Suppose that Kate and Lucy have been friends 
and they assess themselves by their success in some competition. They apply 

 In what follows I want to show why we 
cannot say that jealousy has belief-like direction of fit.  

4. The appropriateness of emotion 

                                                           
10  Taylor, for example, argues that jealousy is unjustified, since this emotion must 
include a false or unjustified belief. See Taylor (1975, 401-402); see also Ben-Ze’ev 
(1990, 506). 
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for a job at the same place. But Lucy is accepted and Kate fails in the final in-
terview. So Kate is jealous of Lucy’s success. In being jealous of Lucy, Kate 
thinks of Lucy as an enemy to her self-esteem. So despite their friendship, 
Kate wishes Lucy is ill. Kate wants Lucy to be absent from the interview due 
to the illness.11

 According to de Sousa (1987, 116), an emotion is directed at a ‘target’. 
For example, being afraid of a snake implies that you are thinking of it as 
dangerous. If this is right, it can be said that an emotion has an intentional 
content that is evaluative. In order to lend support to this idea that emotions 
imply evaluations of their targets, de Sousa goes on to argue that each emo-
tion-type has a so-called ‘formal object’ (corresponding to truth as the formal 

 This is because, Taylor would say, Kate’s jealousy involves 
false belief, and is morally wrong belief that rests on irrationality and cannot 
be justified. Now the presumption of this kind of strong cognitivist’s infer-
ence, it seems to me, is that there is an analogy between our emotional re-
sponse and the world, and a true belief and the world. According to them, the 
former relation can be described as ‘fittingness’, whereas the latter one is 
maintained by truth. Then the cognitivists argue that these attitudes are both 
rational. Since they take both to be rational, they argue that emotion can be 
justified or criticized. Furthermore they claim that justification or criticism of 
the emotions is always committed to morality or prudence. Taylor claims that 
‘an emotional reaction is unjustified if it rests on irrationally mistaken beliefs 
or when it is disproportionate to a given situation’ (Taylor 1975, 393). But 
this is, we can say, what some call a ‘moralistic fallacy’ (see D’Arms – Jacob-
son 2000a, 73-74). ‘The moralistic fallacy,’ according to D’Arms and Jacob-
son, is ‘simply to infer, from the claim that it would be morally objectionable 
to feel F toward X, that therefore F is not a fitting response to X.’ The reason 
why this inference is fallacious, as they say, is that ‘an emotion can be fitting 
despite being wrong to feel’. If this is right, the emotions’ appropriateness or 
inappropriateness can be said to depend not on the belief which is true or 
false, but on person’s narrative: the situations, his or her other emotions, his 
moods and his character. When you laugh at an offensive joke, the funniness 
of the joke might be understood by you in the light of your delighted mood 
after a delightful day, or in the light of your general disposition to be cheer-
ful. In order to understand the standard fittingness of emotion, let us consider 
the norm of emotion.  

                                                           
11  R. Roberts presents a similar case to mine. See Roberts (1991). 
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object of belief). Now in order for the formal object to be the possible target 
of an emotion, the subject must see the object as having a certain property; 
otherwise the emotion would not be intelligible. For example, your fear of the 
snake is only intelligible if there is some feature of it – looking fearful, in this 
case – which explains why you see it as fearsome. If you were saying that 
you are afraid of the snake while at the same time denying that there is any-
thing fearsome about it, it would appear to be nonsense. Hence in order for 
your fear to be intelligible in this case, it is said that the property which has to 
be ascribed to an emotion’s target is the emotion’s formal object. 
 The term ‘formal object’ is derived from medieval philosophy and has 
been applied to emotions by Anthony Kenny. According to Kenny, the for-
mal object of a state is the object under that description which must apply to 
it if it is possible to be in this state with respect to it (cf. Kenny 1963, 189). 
According to him, when we describe the formal object of emotion, the de-
scription refers to belief, that is, one has to believe that something is danger-
ous in order to feel fear. Recently, however, it is commonly believed that the 
formal object of an emotion is a property. Hence, de Sousa holds that ‘the 
formal object of fear – the norm defined for its own appropriateness – is the 
Dangerous’ (de Sousa 2002, 251). 
 The formal object of emotion view in much recent times has been de-
fended by those endorsing a perceptual account of emotions (see de Sousa 
2002; 2004; Prinz 2004a; 2004b; Döring 2003; Tappolet 2005). According to 
this view, an emotion like fear has correctness conditions that are similar to 
the correctness conditions of perceptual states. Fear is correct or appropriate 
in so far as its object is really dangerous, in that this is what makes fear cor-
rect or appropriate. In his recent discussion, de Sousa claims that emotional 
truth is concerned with the correctness of the emotional evaluation, and holds 
that it refers not to semantic satisfaction but to success (cf. de Sousa 2004, 
72). In order to lend support to this idea, de Sousa makes a further distinction 
between emotion with a propositional object and emotion with a direct ob-
ject. He formulates the former and the latter as follows: ‘E (p) is satisfied iff p 
is true, [while] E (p) is successful if p actually fits E’s formal object’ (de 
Sousa 2004, 72). For example, the formal object of fear is the property of be-
ing dangerous. A rabbit-phobic person’s fear of rabbits is satisfied if rabbits 
exist but it is not successful if rabbits are not dangerous. On the other hand, if 
someone is afraid of aliens, his or her emotion is not satisfied if there are no 
such aliens. However, it may be successful, since aliens could be dangerous 
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if they existed. If this is so, emotional truth can be said to be whether the par-
ticular emotional object fits the relevant formal object.12

 Let’s return to our jealousy case: Kate is jealous of Lucy’s achievement.  
I may say that Kate’s jealousy is inappropriate, since Lucy made more of an 
effort, and deserved her success, while Kate did nothing. If my evaluation 
were right, I could say that it is morally wrong for Kate to be jealous of Lucy. 
Although my judgment is right, it cannot be right to assess the appropriate-
ness of Kate’s jealousy morally, since jealousy does not represent its object as 
bad or unjust. In my view, jealousy is comparable to the following cases: the 
snake is not dangerous and at the same time I fear it; we believe that the 
Mueller-Lyre lines continue to appear to be of different lengths while they 
are known to be of equal lengths. As I have said before, this implies that 
emotion, like sense-perception can present in the face of relevant and coun-
tervailing knowledge. In this respect, I argue that emotion which do not van-

  
 Now if de Sousa’s argument so far were right, one might raise a question, 
namely, how do we evaluate the correctness of emotional evaluations? Faced 
with this question, de Sousa introduces his axiological hypothesis of emo-
tions as perceptions of value. According to him, we can understand what val-
ues are only in virtue of our emotional responses. De Sousa calls his view 
‘axiological holism’ for ‘it stipulates that we do not apprehend value in dis-
crete units but only in the light of a complex of factors that transcend indi-
vidual experience’ (se Sousa 2002, 255). Among these factors are biological 
facts, social norms, and ‘paradigm scenarios’ of individual biography. Yet 
none of them alone constitutes the norm for emotional truth. ‘[I]nstead it is 
the totality of all these factors – biological facts, social, personal, and more – 
that may properly be confronted with one another in the hope of arriving at 
something like reflective equilibrium’ (de Sousa 2004, 74). Hence, when we 
apply this holism to our case of jealousy, the evaluation of a person’s disposi-
tion to be jealous can be made relative to that person’s narrative: the situa-
tions, his or her other emotions, his moods and his character.  

                                                           
12  Recently Mikko Salmela presents an argument for de Sousa’s account of emotional 
truth by arguing that emotions have cognitive content as digitalized evaluative percep-
tions of the particular object of emotion, in terms of the relevant formal property. Sal-
mela develops this idea by arguing that an emotion is an actual fit between the particular 
and the formal objects of emotion, and the emotion’s propositional content is semanti-
cally satisfied, or the target of the emotion exists. See Salmela (2006).  
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ish in the face of better knowledge is recalcitrant emotion. This is because to 
some extent our emotions and emotional responses are passive, and cannot be 
controlled. There are several senses of being unable to control an emotion: 1) 
being unable to helping feeling it. (e.g., feeling sorry for a burglar); 2) being 
unable to help expressing it (e.g., the witness in court bursting into tears); 3) 
being afraid of a grass snake, despite believing that it poses no danger. The 
third case is one of recalcitrant emotion, which is the emotion over which the 
agents have no control, even though they believe that p. In a similar vein, we 
can call jealousy recalcitrant emotion.  
 Although one might doubt that the jealousy is always recalcitrant, we can 
say that Kate’s case is recalcitrant in the sense that her emotion and emotional 
response are passive and cannot be controlled in the face of relevant and 
countervailing knowledge.13

 We have seen so far that we cannot say that jealousy has either a belief-
like or a desire-like direction of fit. When we say that X is jealous of Y over 
Z, it may involve desire, belief and perhaps affective elements (feeling). If 
jealousy has an affective element (feeling), what is it? Suppose that when 
Kate feels jealousy of Lucy, she may have feeling of weight in the stomach, 
becomes very nervous, or severely depressed. In my view, all these reduc-
tions are inadequate, since emotions are too complex to be identified with 
one of them. I call such crude views into question by applying the concept of 
direction of fit to emotions and by presenting recalcitrant emotion – for ex-
ample, pride or jealousy – that illuminate the phenomenon of emotional re-
calcitrance. It can be said that this kind of emotional recalcitrance is derived 
from forcefulness of feeling. Those emotions tend to get out of control, due 
to the passivity of feeling. We can say that it is appropriate to call jealousy  
a passion. In this respect, we can say that the felt emotion is appropriate in 
the sense in which it is experienced in one way or another.  

 This is because the subject’s attitude toward 
those involved in jealousy is very complex and the desire in which jealousy is 
involved depends on all kinds of things: the circumstances, character-traits 
and moods that the person has.  

                                                           
13  In support of my view that emotions are not easily reducible to belief, desire or 
feeling and we cannot say that they have either directions of fit, I choose pride and 
jealousy which are tricky of saying whether they have one of directions of fit. 
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5. Conclusion  

 In this paper I have rejected the idea that there is a correspondence be-
tween our emotions and the world. If we accept the view that emotions corre-
spond to the world, then we are conceding to the view that emotions are ca-
pable of having epistemic warrant. Many contemporary writers regard this 
kind of warrant as the concept of appropriateness or fittingness that is taken 
to be analogous to truth in the emotional realm (see, e.g., Goldie 2000; 
D’Arms – Jacobson 2000a; Nussbaum 2001). Yet, if we allow an analogy be-
tween appropriateness and truth, it would seem to allow that emotions are ca-
pable of being true or false.14

 I have presented a series of arguments against a crude view of emotions, 
namely, a Humean functionalism. My reason for rejecting the crude view 
rests on a kind of holism, since as Goldie (2000, 235) notes, ‘our emotions, 
moods, and character traits, broadly conceived, can interweave, overlap, and 
mutually affect each other.’ Hence, when we apply this holism to our case of 
jealousy, the evaluation of a person’s disposition to be jealous can be made 
relative to that person’s narrative: the situations, his or her other emotions, his 
moods and his character. In evaluating a person’s emotion, the person’s char-
acter and mood may play an important role. When you laugh at an offensive 
joke, the funniness of the joke might be understood by you in the light of 

 However, many philosophers have circum-
vented the concept of truth in the emotional realm, for there are some emo-
tions that cannot be reduced to propositional attitudes which are eligible for 
being truth-apt, unlike beliefs, thoughts, and judgments. I have demonstrated 
so far these cases in terms of, for example, recalcitrant emotions, phobia, 
pride and jealousy. Especially, I have shown these cases by utilizing the no-
tion of ‘direction of fit’. I have demonstrated the relation between direction of 
fit or correspondence and appropriateness. I have argued that correspondence 
would not be an asymmetrical whereas direction of fit is an asymmetrical re-
lation between mind and world. I have shown that direction of fit means 
something like one is appropriateness given the other, which is asymmetrical. 
Hence it is more than correspondence. 

                                                           
14  In this respect many contemporary emotion theorists tend to be committed them-
selves to the claim that emotions are able to be true or false, when they say such 
things as the appropriate emotions ‘enable us to get things right’ (see Goldie 2004, 
99). 
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your delighted mood after a delightful day, or in the light of your general dis-
position to be cheerful. If this is right, the emotions’ appropriateness or inap-
propriateness can be said to depend not on the belief which is true or false, 
but on a construal depends on personal perspective. 
 We have specifically seen that Smith’s descriptive account of direction of 
fit fails to explain mental states other than belief and desire, especially, emo-
tions. Furthermore, Smith’s descriptive account cannot explain whether an 
emotion is fitting, for this is a normative question. When we believe p, our at-
titude is regulated by epistemic norms. On the other hand, I have argued that 
emotions’ fittingness or unfittingness depends neither on the belief which is 
true or false, nor on the desire which is satisfied or frustrated. Instead, I have 
argued that emotions’ fittingness or unfittingness depends on the construal 
which depends on personal perspective. Hence, I argue, it is a mistake to give 
an account of all these, namely, belief, desire and emotion in terms of ration-
ality.  
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ABSTRACT: In his article, “Equality as a Moral Ideal”, Harry Frankfurt argues against 
economic egalitarianism and presents what he calls the “doctrine of sufficiency.” Ac-
cording to the doctrine of sufficiency, what is morally important is not relative eco-
nomic equality, but rather, whether somebody has enough, where “having enough” is 
a non-comparative standard of reasonable contentment that may differ from person to 
person given his/her aims and circumstances. The purpose of this paper is to show that 
Frankfurt’s original arguments in support for his doctrine of sufficiency have critical 
problems that Frankfurt himself does not properly recognize. In the end, I will argue 
that in order to solve these problems the doctrine of sufficiency cannot help but to in-
corporate certain prioritarian commitments – commitments which many would view 
as implying economic egalitarianism. This is embarrassing for a doctrine whose rai-
son d’être was mainly to defeat economic egalitarianism. 

KEYWORDS: Egalitarianism – Frankfurt – prioritarianism – sufficiency – sufficientari-
anism.  

1. Introduction 

 In “Equality as a Moral Ideal”, Harry Frankfurt gives a very incisive criti-
cism against “economic egalitarianism” understood as a doctrine that claims 
that there is moral value in equality itself (cf. Frankfurt 1987). A major part 
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of the article tries to show why it is a deep mistake for anybody to hold eco-
nomic egalitarianism. Along the way, Frankfurt presents his own alternative 
doctrine to economic egalitarianism, which he calls “the doctrine of suffi-
ciency”. The doctrine of sufficiency claims that what is morally important is 
for people to have enough; where “having enough” is a non-comparative 
standard of reasonable contentment that may differ from person to person 
given his/her aims and circumstances. In his original paper, Frankfurt pre-
sents two main arguments in support for his doctrine of sufficiency. The pur-
pose of this paper is to show that both of these arguments have critical prob-
lems that Frankfurt himself does not properly recognize.1

 The reason why an equal distribution of resources results in an undesir-
able outcome in the above situation is mainly because of the existence of 
what Frankfurt calls “utility thresholds”. Frankfurt’s main use of the notion of 
“utility thresholds” was to object to “the principle of diminishing marginal 
utility”. According to the principle of diminishing marginal utility, when 
somebody consumes a certain type of good, the marginal utility that that 
good brings to that person tends to diminish. This is mainly because people 

 

2. Utility thresholds and the condition of scarcity  

 We start with Frankfurt’s own example: the size of population is ten,  
a person needs at least five units of resources in order to survive, and there 
are forty units of resources. If we are intending to save anybody from this 
situation, then it is necessary that some must receive more than others; in 
other words, if we are intending to save at least one person, then, inequality is 
necessary.  
 We can see that, in this situation, an equal distribution of resources based 
on economic egalitarianism results in the worst possible outcome; namely, 
that everybody dies. Frankfurt (1987, 30) claims that “Surely in this case it 
would be morally grotesque to insist upon equality!”.  

                                                           
1  After the publication of Frankfurt’s seminar paper, the doctrine of sufficiency has 
attracted both proponents (see Anderson 1999; Benbaji 2005; Crisp 2003; Frankfurt 
1987; Frankfurt 1997; Huseby 2010) as well as opponents (see Casal 2007; Roemer 
2004), and there exists a vast literature that has been developed afterwards. However, 
the main focus of this paper will be on Frankfurt’s original arguments against eco-
nomic egalitarianism contained in his original paper. 
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generally tend to get satiated and derive less satisfaction towards the same 
good when they consume it over and over again.  
 However, Frankfurt points out that not all goods follow this rule. This is 
because there are certain goods that actually bring more utility to the person 
after sustained consumption than at first. This is when proper appreciation of 
the good gradually develops only after being exposed to a series of repeated 
trials and experiences. Here, the repeated trials and experiences serve as what 
Frankfurt calls a “warming up” process (see Frankfurt 1987, 26). It is easy to 
find numerous examples of this sort of good in our ordinary life; classical 
music, fine art, art house movies, certain types of gourmet food all require 
constant effort and a development of a certain level of maturity in order for 
the person to give proper appreciation to it.  
 Frankfurt explains that, when the good in question is money, what corre-
sponds to this “warming up process” is “saving”. This usually happens when 
one is trying to buy a certain good that gives unrivaled satisfaction compared 
to other goods, but which is too expensive for one to purchase unless one 
saves up for it. In this case, the last dollar saved that completes the full price 
of that good would give a utility that is far greater than any other dollar saved 
up to that very point. Here, the last saved dollar permits what Frankfurt 
(1987, 27, 30) calls a crossing of a “utility threshold”. Generally speaking, 
whenever there is a utility threshold for a certain good, a non-continuous 
jump in utility gain occurs at that very crossing threshold point. This makes 
the total utility achieved by crossing the utility threshold much greater than 
the individual sum of the utility gained by each individual unit of the good 
taken separately. In this sense, there is an additional value that is attached to 
the completion of a utility threshold itself when a good happens to have one.2

                                                           
2  So, Frankfurt plausibly explains that a complete collection of 20 different items 
has a greater utility than an incomplete collection of 20 items that include duplicates. 
Here, completeness of the collection itself possesses utility. See Frankfurt (1987, 27-
28, footnote 12).  

  
 We can see that, in the previous example, each individual has a utility 
threshold; the utility threshold is five units of resources. Five units of re-
sources is the borderline which demarcates life and death. So, anybody hav-
ing five units of resources acquires a gain in utility that is significantly larger 
than the utility a person achieves when the person has only four or less than 
four units of resources.  
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 We can also see that the situation is depicted in a way that the total 
amount of available resources is scarce; there are forty units of resources and 
there are also ten people which each need five units of resources in order to 
survive. This means that there are not enough resources to put everybody 
above the utility threshold; more specifically, in this case, there are not 
enough resources to save everybody’s life. 
 The main reason why an equal distribution of resources is problematic is 
because an equal distribution would generally tend to generate a much fewer 
number of individuals who are above the utility threshold when resources are 
scarce; in this case, an equal distribution would put everybody below the 
threshold. This consequence is hard to accept especially when being below 
the threshold means something grave, such as death, as it is the case in the 
above situation.  
 So, in order to save at least one person in the above situation, an unequal 
distribution of resources is necessary. Presumably, the most reasonable dis-
tribution in this case would be to save eight persons with the forty remaining 
units of resources by giving each of them the five requisite units for survival. 
Since it is practically feasible to save a total of eight persons in the situation, 
any alternative distribution that saves less than eight persons seems hardly 
morally defensible.3

 This is why economic egalitarianism seems morally problematic in this 
particular example; it kills everybody when it is perfectly possible to save 
eight. So, it seems, at first sight, that economic egalitarianism cannot be  
a reasonable solution to this example.

 If a certain distribution principle saves less than eight 
people, then this is a strong reason to think that the distribution principle in 
question is not the correct one for this particular situation.  

4

                                                           
3  Anybody who proposes an alternative distribution that saves less than eight per-
sons would have to justify why his/her preferred distribution would be better even 
though it kills more people than what is necessary. It seems very unlikely for anybody 
to be able to offer any cogent justification of this sort.  
4  The reason why I say “first sight” is that I will later suggest a possible way for 
economic egalitarianism to solve this problem.  

 However, the crucial question is not 
whether or not economic egalitarianism is a reasonable solution, but whether 
or nor Frankfurt’s doctrine of sufficiency itself can be a reasonable solution to 
this situation. Then, the crucial question is: Can the doctrine of sufficiency 
save eight persons?  
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 Frankfurt almost seems to take it for granted that his doctrine of suffi-
ciency will be able to save eight persons; in fact, his main purpose of present-
ing the above example in the first place was to show that his doctrine of suf-
ficiency is superior to economic egalitarianism in precisely this respect. 
Frankfurt writes:  

Under conditions of scarcity, then, an egalitarian distribution may be mo-
rally unacceptable. Another response to scarcity is to distribute the availa-
ble resources in such a way that as many people as possible have enough, 
or in other words, to maximize the incidence of sufficiency. This alterna-
tive is especially compelling when the amount of a scarce resource that 
constitutes enough coincides with the amount that is indispensable for 
avoiding some catastrophic harm – as in the example just considered, 
where falling below the threshold of enough food or enough medicine 
means death. (Frankfurt 1987, 31 emphasis added) 

 Here, Frankfurt implies that the distribution principle of ‘distributing the 
available resources in such a way that as many people as possible have 
enough’ or, in other words, the distribution principle of ‘maximizing the inci-
dence of sufficiency’ would be able to save the maximum number of persons 
(in this case, eight) and that this would be the distribution principle that the 
“doctrine of sufficiency” would mandate. However, as it becomes evident in 
the later part of the article, this doesn’t actually turn out to be the case. This is 
because the doctrine of sufficiency does not construe “having enough” as 
“having the amount of resources that is necessary to avoid some catastrophic 
harm (i.e. death)”.  
 In section VII of the article, Frankfurt explicates quite clearly what the 
doctrine of sufficiency regards as “having enough”. There, Frankfurt distin-
guishes between two senses of “having enough”; one is that a limit has been 
reached which implies that having more would be undesirable, and the other 
is that a certain requirement or standard has been met without any implica-
tion that a larger quantity would be bad. According to Frankfurt,  

In the doctrine of sufficiency the use of the notion of “enough” pertains to 
meeting a standard rather than to reaching a limit. To say that a person 
has enough money means that he is content, or that it is reasonable for 
him to be content, with having no more money than he has. And to say 
this is, in turn, to say something like the following: the person does not (or 
cannot reasonably) regard whatever (if anything) is unsatisfying or dis-
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tressing about his life as due to his having too little money. (Frankfurt 
1987, 37) 

 So, to put it in a simplistic way, “having enough”, according to the doc-
trine of sufficiency, means one has enough to be reasonably content with 
one’s life while leaving open the possibility that one would be willing to have 
more if this were an option that could be achieved without paying significant 
costs. In other words, having enough is compatible with having a mild pref-
erence towards having more.  
 What “having enough” rules out, according to Frankfurt, is having an ac-
tive interest to seek more money than what one already has (cf. Frankfurt 
1987, 39). So, when one has enough, one might still be aware that one’s 
situation could be made better than the way it is now; but one does not really 
care about whether or not one’s situation could be improved since one is al-
ready quite content with the way things are right now. In other words, when 
one has enough, say, money, we can say that one finds his/her current mone-
tary situation reasonably satisfying. 
 However, when can we say that somebody’s contentment of his/her cur-
rent state of affairs is reasonable? If “having enough” means “being reasona-
bly content”, then what does “being reasonably content” imply? Frankfurt 
provides a quite explicit answer:  

It is essential to understand that having enough money differs from mere-
ly having enough to get along or enough to make life marginally tolerable. 
People are not generally content with living on the brink. The point of the 
doctrine of sufficiency is not that the only morally important distributional 
consideration with respect to money is whether people have enough to 
avoid economic misery. A person who might naturally and appropriately 
be said to have just barely enough does not, by the standard invoked in 
the doctrine of sufficiency, have enough at all. (Frankfurt 1987, 38, em-
phasis added)  

 So, according to the doctrine of sufficiency, “having enough” doesn’t 
mean “having barely enough to survive” since one cannot be reasonably con-
tent if one only has barely enough; as Frankfurt himself claims “people are 
not generally content with living on the brink”.  
 However, we can see in the previous example that giving somebody five 
units of resources is equivalent to giving that person just barely enough re-
sources to survive, since it is assumed that five units of resources is the 
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minimum amount for anybody to sustain life. This means that the doctrine of 
sufficiency cannot regard giving five units of resources to somebody in the 
previous example as giving that person “enough”.  
 It seems, then, reasonable to suppose that each individual consists of two 
separate utility thresholds; (a) the threshold of basic survival and (b) the 
threshold of reasonable contentment. What the doctrine of sufficiency regards 
as “enough” or “sufficient” is when an individual has enough resources to 
cross the latter threshold not the former threshold. When one is merely pro-
vided with resources that enable one to barely cross the first utility threshold, 
then, according to Frankfurt, the person “does not, by the standard invoked in 
the doctrine of sufficiency, have enough at all.”  
 This means that saving eight individuals by giving each of them five units 
of minimum resources in the previous example cannot be an instance of ‘dis-
tributing the available resources in such a way that as many people as possi-
ble have enough’ that is mandated by the doctrine of sufficiency. In fact, as 
long as the two utility thresholds of basic survival and reasonable content-
ment do not coincide (as it is the case in most practical situations), distribut-
ing five units of resources to eight people would actually be a way to mini-
mize the incidence of sufficiency; the incidence of sufficiency, in this case, 
would be zero.  
 Let’s illustrate this from a more concrete example. Consider the following 
situation  

 Frankfurt’s Example of Scarcity Modified  
 1. Available Resources: 40 units 
 2. Individuals: Andy, Bob, Chad, Derk, Erin, Fred, Gil, Hun, Ion, Jay 

(total: 10 persons)  
 3. The Utility Thresholds of Each Individual 
 

Individual’s Name Andy Bob Chad Derk Erin Fred Gil Hun Ion Jay 

Utility Thresholds 

a) Threshold of Survival 

b) Threshold of Reason-
able Contentment 
(= Threshold of Suffi-
ciency) 

 

(a) 5 

(b) 6 

 

(a) 5 

(b) 6 

 

(a) 5 

(b) 6 

 

(a) 5 

(b) 7 

 

(a) 5 

(b) 7 

 

(a) 5 

(b) 8 

 

(a) 5 

(b) 9 

 

(a) 5 

(b)10 

 

(a) 5 

(b)11 

 

(a) 5 

(b)12 
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 This is a modified version of Frankfurt’s example of the situation of 
scarce resources. In this modified version, the utility thresholds of each of the 
ten individuals are revealed.  
 We can see that each individual has two separate utility thresholds; (a) the 
threshold of survival and (b) the threshold of reasonable contentment. The 
threshold for survival is the same for every individual; everybody needs at 
least five units of resources in order to maintain life, and this is so regardless 
of each individual’s personal characteristics or temperaments.  
 However, the threshold for reasonable contentment differs from person to 
person. This is because the amount to which one may feel reasonably satis-
fied is partly a function of the individual’s personality, as well as his/her own 
way of valuing things in life, which may have developed throughout the indi-
vidual’s course of life. Note that different people may have different thresh-
olds of what they regard as “enough” satisfaction; some people might simply 
have what are known as “expensive tastes” which require a lot of resources to 
satisfy (e.g. Jay in the above example); others might have very modest tastes 
which can be quite easily satisfied even by a meager amount of resources 
(e.g. Andy in the above example.)  
 It is important to understand that recognizing that different people have 
different thresholds of reasonable contentment (or sufficiency) is an integral 
part of the doctrine of sufficiency. We can see this from the fact that one of 
the major criticisms that Frankfurt raises against economic egalitarianism is 
that economic egalitarianism is essentially alienating in the sense that it fo-
cuses primarily on the sheer size of how economic benefits are distributed 
without taking people’s specific interests and needs into account. Frankfurt 
writes:  

A concern for economic equality, construed as desirable in itself, tends 
to divert a person’s attention away from endeavoring to discover – with-
in his experience of himself and of his life – what he himself really 
cares about and what will actually satisfy him, although this is the most 
basic and the most decisive task upon which an intelligent selection of 
economic goals depends. Exaggerating the moral importance of eco-
nomic equality is harmful, in other words, because it is alienating. 
(Frankfurt 1987, 23) 

Frankfurt emphasizes essentially the same point in a later paper, when he 
writes: 
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Egalitarianism is harmful because it tends to distract those who are be-
guiled by it from their real interests. (…) The essential thing is not that he 
compares his situation with theirs, but that he understands his own needs. 
(…) What one person will require in order to serve his own most authen-
tic interests effectively does not depend upon what another person has. 
His requirements may differ very considerably (…) from the requirements 
of individuals who are devoted to attaining goals that differ from his. (…) 
The erroneous assumption that equality is worth having for its own sake 
distracts people, in other words, from what is most essential. It leads them 
to become alienated from themselves. (Frankfurt 2000, 91-92) 

 So, we can say that one of the major merits that the doctrine of suffi-
ciency has in relation to economic egalitarianism is that it respects, at the 
level of economic distribution, what is truly important to individuals by try-
ing to provide what is sufficient for each specific person given his/her spe-
cific circumstance, aims, and needs. In other words, it is important to under-
stand that it is an essential part of Frankfurt’s doctrine of sufficiency that it 
recognizes that different people may have different thresholds of reasonable 
contentment assessed from his/her own specific circumstances, aims, and 
needs, and that it is this threshold of reasonable contentment – which differs 
from person to person – that the doctrine of sufficiency so emphatically urges 
to satisfy.  
 This means that when the doctrine of sufficiency tries to maximize the in-
cidence of sufficiency, what it is trying to maximize is, not the number of 
people who has barely crossed the minimum level of subsistence, but rather, 
the number of people who is quite satisfied with his/her life; in other words, 
based on the example that I have provided above, what the doctrine of suffi-
ciency tries to maximize is the number of people who cross threshold (b)  
(= the threshold of reasonable contentment) not threshold (a) (= the thresh-
old of survival).  
 So, when we apply the doctrine of sufficiency to the above example, the 
distribution that would maximize the incidence of sufficiency would be sav-
ing Andy, Bob, Chad, Derk, Erin, Fred by giving them each 6, 6, 6, 7, 7, 8 
units of the 40 units of available resources. This is the best way to maximize 
the incidence of sufficiency given the available resources.  
 Here, we can see that we have managed to make 6 individuals quite con-
tent with their own lives while letting 4 individuals die of starvation. Since it 
was possible to save 8 individuals by distributing 5 units of resources to each 
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of them with the 40 units of available resources, what this shows is that the dis-
tribution required by the doctrine of sufficiency actually kills 2 additional indi-
viduals when it was perfectly possible to save these two people from dying.  
 Moreover, the reason why these two individuals had to die is mainly be-
cause, the doctrine of sufficiency, in an attempt to maximize the incidences 
of sufficiency (at the level of reasonable contentment), used up the remaining 
resources, which were left after saving the lives of 6 individuals, to further 
satisfy these individuals’ non-basic needs in order to make them content with 
their lives to the extent that they no longer have any active interest to seek 
more, when it was perfectly possible to use these remaining resources to sat-
isfy other people’s basic needs and save two more lives! In other words, by 
following the doctrine of sufficiency, 2 additional lives had to be sacrificed in 
order to fully satisfy the non-basic needs of 6 individuals. In any case, this 
seems hardly morally justifiable.  
 Although it is true that the satisfaction of certain non-basic needs is im-
portant for somebody to lead a sufficiently satisfying life given his/her spe-
cific aims and interests, the importance of leading a sufficiently satisfying life 
cannot be compared to the importance of saving a human life itself. There-
fore, whenever the satisfaction of non-basic needs and saving a human life 
conflict, it seems prima facie that the saving of a human life should always 
take precedence over the satisfaction of non-basic needs. The doctrine of suf-
ficiency is flawed to the extent that it takes the precedence between the satis-
faction of non-basic needs and saving a human life backwards; and we can 
see that this is the case in the above example.  
 It should be further noted that this flaw of the doctrine of sufficiency is 
not confined to such farfetched thought experiments. Whenever there is  
a scarcity of resources – where not everybody’s basic needs can be fully met 
or where everybody’s basic needs can be fully met but only barely – the doc-
trine of sufficiency would always recommend a distribution policy that would 
leave the basic needs of much more people left unsatisfied than what was 
practically achievable; in other words, whenever we apply the doctrine of 
sufficiency in circumstances of scarcity, there would always be cases where 
some people’s basic needs are sacrificed for the sake of satisfying other peo-
ple’s non-basic needs. And this is a reason to think the doctrine of sufficiency 
is flawed in some morally important way.  
 Then, how might Frankfurt reply to this objection? There seems to be  
a number of moves that he can make. One move (as it is motivated by the 
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above example) is to allow the existence of multiple sufficiency thresholds 
that range from minimum basic subsistence to reasonable contentment to full 
contentment, and claim that the satisfaction of somebody’s lower sufficiency 
threshold takes lexicographic priority over the satisfaction of another per-
son’s higher threshold. This is actually a move that Robert Huseby makes 
when he defends a dual-threshold version of the doctrine of sufficiency –  
a version that assumes a maximal (i.e. the threshold of reasonable content-
ment) and a minimal (i.e. the threshold of critical survival) sufficiency 
threshold – and claims, 

First, individuals below the maximal sufficiency threshold should have 
absolute priority over individuals above this threshold. (…) Between the 
minimal and maximal sufficiency thresholds, I propose that we should 
apply a constrained and inverse form of prioritarianism. (…) Second, 
strong priority should be given to those below the minimal sufficiency 
threshold. (Huseby 2010, 184-185) 

 This modification of the doctrine of sufficiency will indeed solve the 
problem presented in “Frankfurt’s Example of Scarcity Modified” above and 
successfully save 8 people. However, Huseby’s dual-threshold version of the 
doctrine of sufficiency faces a problem from which Frankfurt’s original ver-
sion of the doctrine of sufficiency is actually free: the problem of wasted re-
sources.  
 Consider two individuals: call them individual 1 and individual 2. Sup-
pose both individuals’ minimal sufficiency thresholds (i.e. the threshold of 
critical survival) and maximal sufficiency thresholds (i.e. the threshold of 
reasonable contentment) are respectively 5 and 7 units of resources. Suppose 
that individual 1 already owns 7 units of resources (i.e. he/she meets his/her 
maximal sufficiency threshold) while individual 2 owns nothing. Suppose 
that we have 1 additional unit of resource to distribute. Note that there is no 
way to redistribute the total amount (i.e. 8 units) of resources that could save 
both individuals.  
 Huseby’s dual-threshold version of the doctrine of sufficiency, by giving 
absolute priority to individuals below the maximal threshold over individuals 
above it, requires us to distribute the additional unit of resource to individual 
2. As a result, individual 2 dies and the resource is wasted. In other words, 
Huesby’s dual-threshold version of the doctrine of sufficiency morally re-
quires us to waste resources in this situation. Note that Frankfurt’s original 
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doctrine of sufficiency does not suffer from the same problem, as it gives no 
priority to distributing the remaining resources to the worse-off unless doing 
so raises that person above the threshold of reasonable contentment.5

 Another move that Frankfurt may make to solve our imminent problem is 
to restrict the doctrine of sufficiency with what may be called the “Scanlo-
nian Proviso”.

 So, 
modifying Frankfurt’s doctrine of sufficiency in a way that takes account of 
multiple sufficiency thresholds will not solve the problem without cost.  

6

                                                           
5  This will become more apparent a little bit later. 
6  I thank an anonymous referee for suggesting this for me.  

 According to Scanlon, an action X in circumstances C is 
wrong if and only if “any principle that permitted one to do X in those cir-
cumstances could, for that reason, reasonably be rejected” (Scanlon 1998, 
95). In light of this, one may restrict Frankfurt’s doctrine of sufficiency as 
follows: 

 Frankfurt’s Doctrine of Sufficiency with Scanlonian Proviso 
Maximize the incidence of sufficiency – interpreted as reasonable con-
tentment – unless doing so would be disallowed by a principle that one 
may not reasonably reject.  

 A general principle that states, “Do not kill more human lives than what is 
absolutely necessary”, seems to be one such principle that one cannot rea-
sonably reject. If we go back to “Frankfurt’s Example of Scarcity Modified”, 
now, with the Scanlonian proviso operating, Frankfurt’s doctrine of suffi-
ciency so restricted will no longer distribute the available resources in a way 
that saves only 6 rather than 8 people. This is because doing so will not be al-
lowed by the general principle, “Do not kill more human lives than what is 
absolutely necessary”, a principle that one may not reasonably reject. 
 This solves the problem. But, note that exactly the same move is available 
to the economic egalitarian as well. That is, the economic egalitarian may 
avoid the same problem by restricting the egalitarian principle with the Scan-
lonian proviso in exactly the same way. Consider:  

 Economic Egalitarianism with Scanlonian Proviso 
Distribute economic resources equally across individuals unless doing so 
would be disallowed by a principle that one may not reasonably reject.  
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 Restricted by the Scalonian proviso, economic egalitarianism will no 
longer distribute the available material resources equally (and, thereby, kill 
everybody) as doing so will be disallowed by the same general principle as 
above, which states “Do not kill more human lives than what is absolutely 
necessary”, a principle that nobody can reasonably reject. 
 What all this shows is that Frankfurt’s doctrine of sufficiency may solve 
the problem in “Frankfurt’s Example of Scarcity Modified” only by either (a) 
facing a new problem (i.e. the problem of wasted resources) or (b) by making 
a move that is also readily available for the economic egalitarian to use. In 
short, unlike what Frankfurt thinks, examples of scarcity do not give any par-
ticularly strong reasons to favor doctrine of sufficiency over economic egali-
tarianism.  

3. The doctrine of sufficiency and urgent needs 

 Frankfurt emphasizes that economic egalitarianism and the doctrine of 
sufficiency are logically independent; an equal distribution can entirely lack 
sufficiency, and a distribution that satisfies sufficiency can be quite unequal. 
So, considerations that support one stance cannot be presumed to support the 
other. However, Frankfurt argues that many proponents of economic egali-
tarianism provide grounds that actually support only the doctrine of suffi-
ciency and mistakenly think that they have provided grounds for economic 
egalitarianism. 
 One common way to argue for economic egalitarianism is to contrast the 
abject situation of the absolute poor and the situation of the rich. Frankfurt 
agrees that it is true that the fact that there are people who are suffering from 
abysmal poverty is itself a situation that is morally undesirable which calls 
for rectification. And in order to rectify the situation of the absolute poor it 
might even be necessary to redistribute the surplus resources of the rich and 
give it to the poor. Undoubtedly, this would make the resulting distribution 
more equal. However, according to Frankfurt, the mere fact that abysmal 
poverty is morally undesirable does not entail that there is something wrong 
with inequality itself, nor does the fact that improving the situation of the 
poor calls for a more equal distribution entail that equality itself was what we 
were aiming for when we tried to improve the situation of the poor. Rather, 
Frankfurt claims that the main reason why absolute poverty is morally objec-
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tionable is not because people suffering from absolute poverty have less, but 
because they do not have enough.  
 So, according to Frankfurt, when a proponent of economic egalitarianism 
argues that a more equal distribution is needed in order to improve the situa-
tion of the absolute poor, what he/she is really arguing for is not economic 
egalitarianism but rather the doctrine of sufficiency (see Frankfurt 1987, 33-
34). This conclusion is reinforced when we see that economic egalitarians are 
not usually troubled by the significant inequality that exists between the rich 
and the upper middle class.  
 Another typical confusion of the economic egalitarian, according to 
Frankfurt, is their ungrounded assumption that the worse-off person always 
has more urgent needs that are unmet than the better-off person. However, 
according to Frankfurt, this is not true; not only can the relatively worse-off 
person not have any urgent needs that are unsatisfied, but it might even be 
the case that the situation of the worse-off person is actually quite good. 
And if this were to be the case, Frankfurt claims that, a worse-off person 
could reasonably accept his/her current situation without presuming that any 
other distributive situation would make him or her worse (see Frankfurt 1987, 
36).7

Nagel illustrates his thesis concerning the moral appeal of equality by 
considering a family with two children, one of whom is “normal and quite 
happy” while the other “suffers from a painful handicap.” If this family 
were to move to the city the handicapped child would benefit from medi-
cal and educational opportunities that are unavailable in the suburbs, but 
the healthy child would have less fun. If the family were to move to the 
suburbs, on the other hand, the handicapped child would be deprived but 

 
 Frankfurt presents Nagel as a typical economic egalitarian who relies on 
the mistaken assumption that the worse-off person always has more urgent 
needs that are unmet than the better-off person in order to argue for the moral 
appeal of equality.  

                                                           
7  Here, we can see that Frankfurt is implicitly attacking the acceptability condition 
that Rawls’ “difference principle” ultimately relies on; according to Rawls, any un-
equal distribution must be able to be reasonably accepted even by the worst-off person 
of that specific distribution, and we cannot reasonably expect the worst-off person to 
accept an unequal distribution unless it can be shown that any other alternative distri-
bution would make his or situation even worse.  
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the healthy child would enjoy himself more. Nagel stipulates that the gain 
to the healthy child in moving to the suburbs would be greater than the 
gain to the handicapped child in moving to the city; in the city the healthy 
child would find life positively disagreeable, while the handicapped child 
would not become happy “but only less miserable.” (Frankfurt 1987, 36)  

 According to Frankfurt, Nagel claims that the egalitarian decision in this 
situation would be to move to the city. And the reason that Nagel provides in 
order to support this egalitarian decision is that, although it is true that the 
healthy child would benefit much more by moving to the suburb, the handi-
capped child has a much more urgent need that needs to be satisfied due to 
his being in a worse-off position.  
 However, according to Frankfurt, this is a mistaken analysis. Frankfurt 
agrees that the handicapped child has a much more urgent need that needs to 
be satisfied. This is so, even if the benefit that the healthy child would receive 
by the family moving to the suburb would be much greater. However, the 
main reason why the handicapped child has a much more urgent need that 
must take priority is not simply because the handicapped child is worse-off 
than the healthy child; it is rather because the condition that the handicapped 
child is suffering is significantly bad viewed from an absolute scale. There-
fore, Frankfurt claims,  

…the most cogent basis for Nagel’s judgment in favor of the handicapped 
child has nothing to do with the alleged urgency of providing people with 
as much as others. It pertains rather to the urgency of the needs of people 
who do not have enough. (Frankfurt 1987, 37)  

 In other words, according to Frankfurt, our moral intuition that tells us 
that the family should move to the city rather than the suburbs supports the 
doctrine of sufficiency rather than economic egalitarianism.  
 However, again I am not sure whether the doctrine of sufficiency can 
really explain why the family should move to the city in order to satisfy the 
more urgent need of the handicapped child. Suppose for the sake of argument 
that the morally right answer to Nagel’s example is for the family to move to 
the city. Remember that the doctrine of sufficiency aims to maximize the in-
cidences of sufficiency where an incidence of sufficiency is achieved when 
one is provided with enough resources that enable him or her to cross the 
threshold of “reasonable contentment”.  
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 In the above example, the healthy child is described to be “normal and 
quite happy”. From this we can infer that the healthy child is already above 
the utility threshold of “reasonable contentment”. Again, the fact that the 
healthy child is above the threshold of reasonable contentment doesn’t im-
ply that giving more to the healthy child would not give him more satisfac-
tion.  
 Then, what about the handicapped child? The handicapped child is de-
scribed as “suffering from a painful handicap”. From this it is reasonable to 
infer that the handicapped child is below the utility threshold of reasonable 
contentment. However, we can say that the handicapped child is still above 
the threshold of survival; this is because the child’s handicap, although se-
vere, is not something that threatens the child’s life. This means that the 
handicapped child’s utility level would be somewhere in between the thresh-
old of survival and the threshold of reasonable contentment; presumably, the 
handicapped child’s utility level is much closer to the threshold of survival 
than it is to the threshold of reasonable contentment considering that the child 
is suffering from a, not just ordinary, but a “painful” handicap.  
 Now, in order to see which decision (between moving to the city and 
moving to the suburbs) that the doctrine of sufficiency would support, we 
would need to see which decision would actually maximize the incidences of 
sufficiency, where sufficiency is measured by whether or not somebody’s 
utility level is above the threshold of reasonable contentment.  
 If the family moves to the city, then the utility level of the healthy child 
drops below the threshold of reasonable contentment. This can be inferred 
from the fact that, by assumption, the healthy child would find life positively 
disagreeable in the city. If a “normal and quite happy” child starts to find his 
life “positively disagreeable”, then this suggests that the child is no longer 
reasonably content with his/her life. So, by moving to the city, the healthy 
child drops below the threshold of reasonable contentment.  
 Then, what happens to the handicapped child if the family moved to the 
city? The utility level of the handicapped child would undoubtedly go up; 
but, based on the assumption of the story, only marginally. This can be in-
ferred from the fact that if the family moved to the city, then the handicapped 
child would “not become happy but only less miserable.” In other words, al-
though the utility level of the handicapped child would go up, it would still 
be below the threshold of reasonable contentment. In short, even if the family 
moved to the city, the handicapped child would not achieve “sufficiency”. 
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 Now, suppose that the family moved to the suburbs. How would this 
make the situation turn out? In terms of the healthy child, moving to the 
suburbs would make the already quite happy child much happier. So, the 
utility level of the healthy child would still be above the threshold of rea-
sonable contentment but by a wider margin. In terms of the handicapped 
child, moving to the suburbs would definitely not increase the child’s utility 
level, but it would, nonetheless, not drop the utility below the threshold of 
survival; the handicapped child would not die even if the family moved to 
the suburbs. 
 So, here is the summary of the situation: if the family moves to the city, 
the total incidence of sufficiency drops from 1 to 0. If the family moves to 
the suburbs, then the total incidence of sufficiency remains the same, which 
is 1. Therefore, in order to maximize the incidence of sufficiency, the fam-
ily should move to the suburbs. In other words, it turns out that the doctrine 
of sufficiency supports the (non-egalitarian) decision to move to the sub-
urbs!  
 Let’s modify the situation in certain ways so that the doctrine of suffi-
ciency would generate the desired answer for the situation at hand; which is 
to support the family’s decision to move to the city.  
 First, what if we assume that the utility level of the healthy child would 
not drop below the threshold of reasonable contentment even if the family 
moved to the city; the healthy child would unquestionable find less enjoy-
ment than he/she would have if the family moved to the suburbs, but suppose 
that the child would still find his/her life quite satisfying in the city as well. In 
this case, the incidences of sufficiency would be the same (i.e. 1) regardless 
of whether the family moved to the city or whether the family moved to the 
suburbs. And if this were the case, wouldn’t the doctrine of sufficiency sup-
port the family’s decision to move to the city by considering the desperate 
situation of the handicapped child as the “tie breaker”? 
 Not necessarily. In order to see that the doctrine of sufficiency would not 
necessarily support the family’s decision to move to the city even in this 
situation, we would need to see what Frankfurt claims about the distribution 
of additional resources that would not contribute to increasing the incidences 
of sufficiency.  
 Suppose, in Frankfurt’s original example of scarce resources, the avail-
able resources were 41 units instead of 40 units. In this case, one unit of re-
source would still be left after saving eight people by giving them each five 
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units of resources which is required for minimum survival. How should this 
one extra unit distributed? According to Frankfurt, it doesn’t automatically 
follow from such situation that the remaining one extra unit should be given 
to one of the two persons who haven’t been allocated with any resources. Ac-
cording to Frankfurt, this is because,  

…one additional unit of the resource in question will not improve the 
condition of a person who has none. By hypothesis, that person will die 
even with the additional unit. What he needs is not one unit but five. It 
cannot be taken for granted that a person who has a certain amount of  
a vital resource is necessarily better off than a person who has a lesser 
amount, for the larger amount may still be too small to serve any useful 
purpose. (Frankfurt 1987, 31) 

Frankfurt adds,  

Those below a utility threshold are not necessarily benefited by additional 
resources that move them closer to the threshold. What is crucial for them 
is to attain the threshold. Merely moving closer to it either may fail to 
help them or may be disadvantageous. (Frankfurt 1987, 32) 

From this Frankfurt concludes, 

It may be morally quite acceptable, accordingly, for some to have more 
than enough of a certain resource even while others have less than 
enough. (Frankfurt 1987, 32)  

 This has very important implications for our current purposes, since we 
can think of the family’s decision on whether they should move to the city or 
whether they should move to the suburbs as essentially the same as the deci-
sion on how we should distribute the one extra unit of resource in our first 
example. 
  Regardless of which decision the family makes, the healthy child would 
always be above the threshold of reasonable contentment by assumption. 
However, the family’s moving to the suburb would make the healthy child’s 
life much more satisfying. In this way, the family’s moving to the suburb 
would be analogous to the decision of giving the extra unit of resource to one 
of the eight persons who already received enough resources to live; the fam-
ily’s moving to the suburb would be giving the healthy child more than 
enough, when his sibling, the handicapped child, has less than enough.  
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 By contrast, the family’s decision of moving to the city would be analo-
gous to the decision of giving the extra unit of resource to one of the two per-
sons who have not received any resources. Just as giving the extra unit of re-
source to one of these two persons would only make the person move slightly 
closer to the threshold of survival without crossing it, the family’s moving to 
the city would only let the handicapped child move slightly closer to the 
threshold of reasonable contentment without crossing that threshold; as it is 
assumed, the handicapped child would not become happy but only less mis-
erable by moving to the city.  
 If this is the case, then we can see that the doctrine of sufficiency would 
not necessarily recommend the family to move to the city. In fact, we can see 
from Frankfurt previous remarks that the doctrine of sufficiency would actu-
ally regard the family’s decision to move to the suburbs as morally accept-
able.  
 This is because, although it is true that the family’s moving to the city 
would improve the situation of the handicapped child, the improvement that 
the handicapped child would be too small for the doctrine of sufficiency to 
regard as morally significant. According to the doctrine of sufficiency, im-
provements are morally significant only when they make people cross 
thresholds of reasonable contentment. Since moving to the city does not 
make the handicapped child cross the threshold of reasonable contentment, it 
is perfectly permissible (or it might even be preferable), according to the doc-
trine of sufficiency, for the family to move to the suburbs. In short, even in 
this modified situation, the doctrine of sufficiency does not recommend the 
family to move to the city.  
 If we really want the doctrine of sufficiency to recommend the family to 
move to the city, it is necessary for us to modify both the situation as well as 
the doctrine of sufficiency itself.  
 First, the situation would have to be modified so that the handicapped 
child would die if the family moved to the suburbs and live if the family 
moved to the city. Second, we would need to make a move similar to that of 
Huseby and allow the existence of multiple sufficiency thresholds for which 
the satisfaction of lower sufficiency thresholds takes lexicographic priority 
over the satisfaction of higher sufficiency thresholds. That is, in order to al-
low the family to make the morally right decision to move to the city on the 
basis of the doctrine of sufficiency, the doctrine of sufficiency itself would 
have to be modified, perhaps, in the following way:  
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 The Lexicographic Doctrine of Sufficiency  
 (1) Maximize the incidence of crossing sufficiency thresholds. 
 (2) Whenever the satisfaction of two or more utility thresholds conflict, 

the satisfaction of the lower sufficiency threshold takes absolute prior-
ity over the satisfaction of higher sufficiency threshold.  

The lexicographic version of the doctrine of sufficiency would be able to rec-
ommend the family to move to the city in the modified scenario in which the 
handicapped child would die if the family moved otherwise.  
 This is because even if the healthy child’s welfare will drop below the 
threshold of reasonable contentment by moving to the city, the modified ver-
sion of the doctrine of sufficiency would still recommend the family to move 
to the city as such sacrifice is necessary to move the handicapped child above 
the critical threshold of survival – a threshold which takes lexicographic pri-
ority over the threshold of reasonable contentment of the healthy child. Also, 
unlike Frankfurt’s original doctrine of sufficiency, the lexicographic version 
would be able to save eight individuals in the first example of scarce re-
sources. However, this is all because, unlike the doctrine of sufficiency, there 
is a certain prioritarian element embedded in the lexicographic version of the 
doctrine of sufficiency; namely, that, in adjudicating which sufficiency 
threshold to satisfy, the threshold of the worse off person takes priority over 
that of the better off person.8

                                                           
8  For a defense of the priority view, see Parfit (1997; 2002). 

  
 However, it should be noted that even the lexicographic version of the doc-
trine of sufficiency would not be able to recommend the family to move to the 
city in Nagel’s original example, in which the handicapped child would not die 
regardless of where the family moved; this is because, in such case, there will 
be no conflict between satisfying either the lower sufficiency threshold of the 
handicapped child or the higher sufficiency threshold of the normal child, as 
the handicapped child will, in either option, remain in between the threshold of 
survival and the threshold of reasonable contentment. As the healthy child will 
be above the threshold of reasonable contentment in the suburbs while he/she 
will fall below such threshold in the city, the fact that the handicapped child 
will remain in between the thresholds of survival and reasonable contentment 
in either option mandates that even the lexicographic version of the doctrine of 
sufficiency will morally require the family to move to the suburbs.  
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 In order for the lexicographic doctrine of sufficiency to recommend the 
family to move to the city in Nagel’s original example, it must give up Frank-
furt’s basic stance concerning the distribution of additional resources that 
does not contribute to achieving any additional sufficiency thresholds; in 
other words, the lexicographic doctrine of sufficiency would have to claim 
that after maximizing the incidences of crossing sufficiency thresholds (in 
order of lowest to highest), any additional resources that are left should be 
distributed to the worse-off person even if this does not contribute to making 
that person cross any additional sufficiency thresholds.  
 However, by doing so, we can see that, now, not only does the doctrine of 
sufficiency have some prioritarian elements, but it has virtually collapsed into 
prioritarianism, which claims that “benefits to the worse off should be given 
more weight” even when doing so does not result in crossing of any addi-
tional sufficiency thresholds (cf. Parfit 1997, 213). Of course, prioritarianism 
is not exactly the same as economic egalitarianism; unlike economic egali-
tarianism, prioritarianism does not aim at achieving economic equality per 
se. However, it is clear that, by giving more moral weight to the worse off 
(independent of whether such measure results increases the number of cross-
ing sufficiency thresholds), in any given problem of economic distribution, 
prioritarianism has a built-in bias towards equality. This is why some authors 
have characterized prioritarianism as a doctrine that is “derivatively (if not, 
directly) egalitarian” (cf. Benbaji 2005, 312). In this sense, prioritarianism is 
a member of a broadly egalitarian family of views. This means that if we do 
think that it is morally preferable for the family to move to the city for the 
sake of the handicapped child in Nagel’s original example, then it seems that 
this cannot be properly explained without invoking some basic intuitions – 
more specifically, prioritarian intuitions – that naturally support economic 
egalitarianism. This is, indeed, a very embarrassing result for the doctrine of 
sufficiency whose raison d’être was mainly to defeat economic egalitarian-
ism.  
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ABSTRACT: In situations of peer disagreement there are two kinds of factors that matter. 
These are the factors internal to the discussion, such as evidence exposed and arguments 
presented by both sides and there are also factors external to the discussion, also called 
“independent factors”. The external factors include mainly virtues and competences of 
the participants. There are two main theories about epistemic disagreement, “the stead-
fast view” and “the conciliationism”, and each of them stresses the importance of one 
group of these factors over the other. This paper is a defense of the greater epistemic 
significance of independent factors over internal factors. However, it is not a defense of 
the conciliationism which takes independent factors to be systematically the ultimate ar-
biter in situations of peer disagreement. The argument in the paper goes like this. Al-
though the steadfast view receives strong intuitive support from two cases presented by 
Thomas Kelly: “Right and Wrong” and “Wrong and Wronger”, I argue that the view is 
undermined by Timothy Williamson’s recent “Very Improbable Knowing” argument. 
This argument shows that for some basic type of evidence E when S uses it in favor of p, 
it is very improbable that S knows that S knows that p. Therefore, in situations of peer 
disagreement, S is unjustified to push her evidence in support of her side. There are ar-
guably some exceptions, e.g. when one claims to have knowledge based on a priori evi-
dence and on holistic evidence, but these are not sufficient to save the day for the stead-
fast view. In contrast to that, the reflective knowledge of one’s first order competences 
and virtues (i.e. external factors) is not vulnerable by Williamson’s argument. One rea-
son for that is because we know about independent factors on the basis of holistic evi-
dence. I claim that our epistemic goal in the face of peer disagreement is to end up on 
the side that is non-accidentally closer to truth. In accordance with achieving this goal, it 
is safer to stick to independent factors in resolving peer disagreement situations than to 
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follow one’s nose concerning first-order evidence disclosed by the opponents. This 
might seem a counterintuitive result, which makes it worthy of further discussion.  

KEYWORDS: Disagreement – evidence – knowledge attribution – social epistemology – 
virtue epistemology. 

 Disagreements, overt or hidden, are widely spread. I may disagree with 
you about lifestyle, scientific presuppositions, marketing strategies, moral 
considerations and religious beliefs, whether we should take the right or the 
left path on our mountain trip, etc. However, some possible disagreements 
are strange and inapt. For instance, normally it would be inadequate to dis-
agree whether Ana is here with us in the room or not, or whether 1+1=2, or 
for that matter to disagree about the directions that a sober and competent 
passerby gives you on the street when you are lost and need them. 
 This article is about the epistemological problem of disagreement. The 
problem arises from the following sort of situations. Imagine that two people, 
A and B, who are equally competent in p-relevant domain and share nearly 
the same evidence for the issue at hand, overtly disagree about p. In the most 
extreme case A would believe that p and B would believe that non-p. Is ra-
tional disagreement in such cases possible and how an awareness of dis-
agreement should affect the beliefs of each side?  
 Much of the contemporary debate on disagreement, I think, draws from 
the insight that a peer’s opinion could boost or lower our confidence in be-
lieving something. Take the famous example by David Christensen:  

Mental Math: After a nice restaurant meal, my friend and I decide to tip 
20% and split the check, rounding up to the nearest dollar. As we have 
done many times, we do the math in our heads. We have long and equally 
good track records at this (in the cases where we’ve disagreed, checking 
with a calculator has shown us right equally frequently); and I have no 
reason (such as those involving alertness or tiredness, or differential con-
sumption of coffee or wine) for suspecting one of us to be especially 
good, or bad, at the current reasoning task. I come up with $43; but then 
my friend announces that she got $45. (Christensen 2011, 2)  

 Mental Math shows that if both I and my reliable friend got $43, this 
should make me more convinced in my answer. But if I got $43 and my 
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friend got $45 – this should make me less confident in my answer. This intui-
tively shows that psychological reports about others (assuming that they sin-
cerely express their minds) serve as a kind of epistemic resource or evidence. 
On the other hand, psychological reports about me almost never serve as such 
a resource. I do not take into account the fact that I believe that p as further 
evidence in favor of p.  
 One explanation of this asymmetry is that, since every person believes for 
reason, I assume that under certain conditions my opponent’s belief expresses 
reasons bearing upon the question at hand which I do not possess. This suspi-
cion is based on my knowledge of my opponent’s competences or epistemic 
virtues. Some people aim at forming their beliefs upon correct reasons on 
regular basis. When a person is epistemically virtuous, that person in normal 
circumstances is trustworthy. When I know that my opponent is reliable and 
trustworthy, especially on the question at hand, it is reasonable for me to as-
sume that her belief expresses reasons. Since my reasons are not always re-
flectively accessible, I do not have to expect that my opponent will be able to 
formulate and utter her precise reasons outright. I just take her belief to be  
a hallmark of reasons that could, in case of disagreement, defeat my side. 
 This paper will focus on factors that should be taken into account when 
we make a decision of how to behave in the face of disagreement. There are 
two groups of relevant factors in disagreement situations: factors internal to 
the discussion, such as disclosed evidence and arguments of the two oppo-
nents, and factors external to the discussion, such as their general reliability 
and virtues. The two groups of factors are weakly related to each other. What 
is going on in the concrete case is only weakly determined by our compe-
tences, but is not entailed by them. This is so, because one can be very com-
petent but wrong in the concrete case if one’s claimed opinion is based on 
misleading evidence.  
 My aim here is to show that in relation to achieving our cognitive goal in 
situations of peer disagreement external factors are surprisingly more reliable 
to take into account than internal ones. 

1. Epistemic peerhood 

 The traditionally used notion of epistemic peerhood is the first thing that 
matches the distinction between internal and external factors and shows their 
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importance in the debate of epistemic disagreement. It is generally agreed 
that an epistemic peer of S is somebody who is roughly symmetrical with S 
in certain relevant aspects. Here is a more precise definition. 

Epistemic Peerhood: A and B are epistemic peers regarding p if they are 
roughly symmetrical with each other in certain aspects related to p. 

Which are the relevant aspects of the required symmetry? Two main aspects 
are most often taken into account. These are cognitive and evidential equal-
ity:  

Cognitive equality: A and B are cognitive equals regarding p if A and B 
have equal competence, expertise, or virtues in the p-relevant domain.  

Evidential equality: A and B are evidential equals regarding p if A and B 
have equal grasp of p-relevant evidence.  

 We acquire knowledge about each of these two aspects in different 
ways. On the one hand, we get to know cognitive equality through second-
order considerations concerning track record of our opponent, her reputa-
tion, her behavior in the debate etc. These are what we initially called “ex-
ternal factors” or “independent reasons”. On the other hand, for judging the 
relevance of our opponent’s exposed evidence and the quality of her argu-
ments based on that evidence (what we initially called “internal factors”), 
we use our abilities to gather, select and interpret evidence for building up 
arguments. We can sometimes reason from cognitive to evidential equality. 
For example, we can reason from virtues to quality of one’s arguments, but 
we cannot reason from virtue to correctness of her evidence. In other 
words, if my opponent is very competent, I can safely conclude that she 
cannot end up with a clumsy argument, but I cannot conclude that she has 
not been using misleading evidence in forming her argument, so I cannot 
ultimately judge about the quality of her evidence from her virtues. So, the 
two components are only partially related. 

2. Theories of epistemic disagreement  

 There are two main theories that provide answers to the question what 
ought one to do, epistemically speaking, in the face of disagreement. They 
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are standardly called: “consiliationism” and “the steadfast view”. Each of 
them stresses on either internal or external factors in dispense of the opposite 
group of factors as normatively determining our epistemic behavior in the 
face of peer disagreement. 
 Conciliationism is the view that peer disagreement has a significant epis-
temic bearing, and we should revise our beliefs in every case of peer dis-
agreement. The strongest version of concliationism is the so called equal 
weight view, according to which when two peers find themselves disagreeing 
with each other they should split the difference in half, absent reasons that are 
independent of the debate to do otherwise. The trigger for this view is avoid-
ing begging the question against your opponent. More precisely, the view 
does so by being committed to the principle of independence: 

Principle of Independence: In evaluating the epistemic credentials of another’s 
expressed belief about p, in order to determine how (or whether) to modify my 
own belief about p, I should do so in a way that doesn’t rely on the reasoning 
behind my initial belief about p, which is independent of the very disagree-
ment between the parties. (Christensen 2009, 758)  

 What these independent reasons amount to is not always explicitly men-
tioned in the literature. It seems that these are higher-order considerations such 
as the fact that my opponent believes that p, her epistemic virtues (competence, 
expertise), and no indications that she is drunk or under the influence of drugs, 
that she is joking, or that she is not sincere etc. Note that these independent rea-
sons do not concern an assessment of the evidence or arguments of my oppo-
nent since they are a part of the disagreement. I take the central one of them to 
be competence or virtue and I will hereafter refer to virtues or competences 
only when I talk about external or independent factors. 
 Although conciliationism accounts for our warning behavior in the case of 
Mental Math, there is one very intuitive problem with the view. This is the 
problem that in most cases one side of the disagreement is closer to truth than 
the other.1

                                                           
1  Of course, we can imagine a version of the Mental Math example in which one 
side of the disagreement comes to the result $43 and the other side comes to the result 
$47, while the true result is $45. In such case none of the sides is closer to truth than 
the other. But such cases would be surprisingly accidental and we are justified in tak-

 Hence in the default case and therefore, in general, it is highly irra-
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tional for that side to revise her belief by splitting the difference. The problem 
is well formulated by Christensen in two examples taken from Thomas Kelly:  

Right and Wrong: Right and Wrong are mutually acknowledged peers consi-
dering whether P. At t0, Right forms 0.2 credence in P, and Wrong forms a 0.8 
credence in P. The evidence available to both of them actually supports a 0.2 
credence in P. Right and Wrong then compare notes, and realize they disag-
ree. (Christensen 2011, 2) 

If Right and Wrong are to split the difference, each must end up with cre-
dence 0.5. But this is counterintuitive.  
 The other example given by Kelly is the following:  

Wrong and Wronger: Wrong and Wronger are mutually acknowledged peers 
considering whether P. At t0, Wrong forms 0.7 credence in P, and Wronger 
forms a 0.9 credence in P. The evidence available to both of them actually 
supports a 0.2 credence in P. Wrong and Wronger then compare notes, and 
realize they disagree. They follow the dictates of Equal Weight, and at t1 they 
compromise at 0.8. (Kelly 2010, 3) 

 The problem in this second example is that by compromising according to 
the dictates of equal weight view Wronger made his belief more rational. But 
as Kelly rightly points out, “it is dubious that rational belief is so easy to 
come by” (Kelly 2010, 126). 
 Another argument against conciliationism in general is that in certain 
cases it does not make sense to revise our belief(s) in the face of disagree-
ment because of the compelling justification that favors our side. Ernest Sosa 
provides four kinds of reasons that, when involved in justification of our be-
liefs, could make them resistant to opposition (see Sosa 2010). First, these are 
a priori reasons; second, these are phenomenal reasons concerning my own 
mental states such as “I have a headache”; third, these are holistic reasons 
such as Moore’s total evidence against the skeptic; and finally reliance on 
one’s epistemic community can serve as such a compelling reason. Arguably 
some of these reasons entail knowledge such as phenomenal reasons, and  
a priori reasons. This suggests that there are exceptions from the conciliation-
ist rule in which it would be clearly irrational to follow it. 

                                                           
ing them as exceptional. The default cases are not like that because the actual prob-
ability of equal distance from truth is very low. 
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 On the other camp, the steadfast theorists suggest that external factors are 
not of much epistemic significance and that we should rather focus on im-
proving our own beliefs when faced with disagreement. For this we should 
focus on factors internal to the discussion such as evidence and arguments. 
Kelly writes: “Once I thoroughly scrutinize the evidence about p, the fact of 
someone else’s disagreement cannot undermine the rationality of my belief” 
(Kelly 2005, 192). 
 The steadfast view is supported by the frequent epistemic asymmetry of 
the opponents revealed by the examples of Right and Wrong and Wrong 
and Wronger, and also by the privileged access to one’s own mental states. 
Lackey calls the referent of privileged access “personal information”. On 
the one hand, I have direct access to the grounds of my belief, like for in-
stance vivid phenomenological experience, and on the other hand, I have 
personal information about the normal functioning of my own cognitive 
faculties, while lacking such information about my opponent. In certain 
cases, as Lackey argues (for instance in Sosa’s cases mentioned above), 
personal information can provide a symmetry breaker in favor of my side 
(see Lackey 2010).  
 Besides, there is no problem with the steadfast view that mirrors that of 
conciliationism. While conciliationism loses plausibility by certain cases of 
disagreement in which it is more rational to stick to our guns, the fact of oc-
casional belief-revisions does not pose a problem for the steadfast theory. 
The view does not explicitly forbid belief-revisions, at least when I realize an 
imperfection in my argument as a result of peer disagreement. The steadfast 
view allows for belief revision in the face of opponent’s arguments, since 
these are not independent of the discussion. The Mental Math example is of 
this sort – it provokes the thought that my own argument could be improved 
as a result of double checking.  
 At this point it seems that the steadfast view has some advantages. I am 
now going to start with my original discussion which is supposed to reveal  
a strong objection to the view.  

3. Our goal in the face of disagreement  

 So far, we saw some pluses and minuses of the theories favoring either 
internal or external factors. Now I want to focus more closely on the epis-
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temic bearing that each of these factors has in resolving cases of peer dis-
agreement.  
 As a starting point, though, we need to have a clear grasp of what our goal 
is in the face of peer disagreement. What do we want to achieve, epistemi-
cally speaking, in the face of disagreement? Some philosophers think that our 
natural goal in such situations is to acquire knowledge. John Hawthorne and 
Amia Srinivasan propose and discuss a knowledge based norm for disagree-
ment, which they call “Knowledge Disagreement Norm” (KDN). According 
to KDN, in a case of disagreement about whether p, where S believes that p 
and H believes that not-p: 

KDN: (i) S ought to trust H and believe that not-p iff were S to trust H, this 
would result in S’s knowing not-p 
(ii) S ought to dismiss H and continue to believe that p iff were S to stick to 
her guns this would result in S’s knowing p, and (iii) in all other cases,  
S ought to suspend judgment about whether p. (Hawthorne – Srinivasan 2013, 
11-12) 

 It is certainly desirable to be on the knowing side. However this demand 
seems to be too strong. We can acquire knowledge in the way described by 
KDN only if we stick to the side which is correct. But there are cases of dis-
agreement in which A has got it wrong and B even wronger. Sometimes it is 
epistemically better to end up on the side which is closer to truth and yet in 
absence of knowledge than sticking to the wronger side. It is epistemically 
better if one’s progress towards the truth is non-accidental. But KDN cannot 
grasp the kind of progress in such occasions; it works only for cases in which 
one side has got it right and the other wrong. For the general case though,  
I think, the goal of disagreement should be defined differently from KDN, 
namely as getting closer to truth in a non-accidental way. Call this “Closer to 
Truth Disagreement Norm” or CTDN for short.  

CTDN:  (i) S ought to trust H and believe that p iff were S to trust H, 
this would result in S’s getting closer to truth in a non-accidental 
way; 

(ii)  S ought to dismiss H and continue to believe that q iff were S to 
stick to her guns this would result in S’s staying non-accidentally 
closer to truth, and; 

(iii) in all other cases, S ought to suspend judgment about whether p or q.  
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 By “getting closer to the truth non-accidentally” one can mean different 
things, but for the sake of clarity I will mean here “getting closer to truth in  
a reliable way”, reliability condition of course includes also reliable reason-
ing. Having this formulation in mind, we can return to our main question: to 
what extent my ending up non-accidentally on the side which is closer to the 
truth depends on factors internal to the discussion, and to what extent it de-
pends on independent factors? I want to suggest, based on probabilities, that 
looking at our virtues or competences relevant to the field of the debate could 
be epistemically more profitable than looking at our first-order evidence in-
ternal to the discussion. In what follows, I will use an argument by Timothy 
Williamson to show this. My aim is to throw a glove for further discussion 
along this track. 

4. Evidence vs. virtues 

 In his paper “Very Improbable Knowing”, Timothy Williamson presents 
the following case, a simplified and more ordinary version of which is this 
(see Williamson 2011). Imagine a minimalist clock with two pointers show-
ing approximately that it is 8:00. When S looks at the clock from certain dis-
tance in normal perceptual conditions, S can easily take it to be 8:00 o’clock, 
when the minute’s pointer is in position 7:58, or 7:59, or 8:01, or 8:02. These 
positions form a field H, which we can call: “margin of error field” or “mar-
gin of error set of positions”. There are three basic elements in H as well as 
along the whole clock: endpoints (when the pointer is in positions 7:58, 7:59, 
etc.), intervals between endpoints, and midpoints – when the pointer is be-
tween two endpoints. Assume that the pointer is in position 0 when it is ex-
actly 8:00. S knows that it is 8:00 iff it is in position 0, but not in a position 
from the margin of error field H. By dividing the space-time intervals within 
H as much as we want, we can reduce the probability of S knowing that p to 
0. 
 The idea of the example is to show that given our margins of error, the 
probability of S knowing that she knows that p (that it is 8:00), based on the 
evidence that she possesses, is very low. The same holds for S’s knowing that 
she is non-accidentally closer to the truth of p. The implication of this case 
for our discussion so far is the following. In majority of cases in which S 
thinks that she possesses good evidence in favor of p, she cannot be sure that 
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she knows that p. This is bad for the steadfast view, because one is not justi-
fied to remain steadfast in the absence of good evidence supporting her cer-
tainty. Note that the more sophisticated the debate is in terms of evidence, the 
greater the risk of error given our margins of error, and the more destructive 
Williamson’s argument would be for the steadfast view.  
 Williamson’s case is not equally applicable to any kind of evidence or 
evidence gathering. When we refer to a priori and holistic evidence the situa-
tion would be slightly different. It is hard to imagine how our a priori intui-
tion would be a subject to margins or error argument. The same holds for ho-
listic evidence, more precisely holistic evidence about the reliability of our 
faculties. If this evidence were leading to improbable knowledge, then Wil-
liamson’s argument would not go through because he is using this kind of 
evidence to build up his case. More importantly, we use evidence of this sort 
when it comes to assessing external factors relevant to peer disagreement 
situations. We keep track of the cognitive success of our cognitive faculties 
as well as of the competences and virtues of other people by using holistic 
evidence based on coherence. If holistic evidence is not vulnerable to the 
very improbable knowing argument, this naturally puts external factor in bet-
ter position than internal factors.  
 To what extend this argument favors conciliationism? It shows, though 
only in a negative way, that our evidence of external factors is more truth-
conducive than the kind of evidence usually associated with internal factors. 
However, it does not follow that in all cases reconciliation is called for. There 
are some exceptions in which our first-order evidence is more than reliable. 
Possible such cases relate to a priori, holistic, and phenomenal evidence. So, 
although the argument presented here is a defense of independent factors, it 
does not favor conciliationism. The acquired result that independent factors 
could be a better guide to truth in peer disagreement situations than the inter-
nal first-order evidence heating up the discussion might seem counterintui-
tive, and I think it is worthy of further discussion.  
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ABSTRACT: This paper proposes a non-trivial definition of the notion of analytic 
method. Working within the so-called instructional model of method, I distinguish 
three kinds of instructions which occur in methods: selective, executive, and declara-
tive instructions. I discuss the relation between each of these and the analyticity of  
a method. Then I define the notions of an analytic use of an instruction and of an ana-
lytic instruction, which are at the basis of the proposed definition of an analytic 
method. Finally, I discuss the issue of circularity in the presented model which arises 
if we consider a finite agent testing a method for analyticity. 
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0. Introduction 

 The notion of an analytic method is widely used but rarely characterized.1

                                                           
1  This work was supported by the Slovak Research and Development Agency under 
the contract No. APVV-0149-12. I would like to thank my colleagues for helpful dis-
cussions. I am also grateful for comments by the reviewers.  

 
Methods such as defining, explication or conceptual analysis are often con-
sidered analytic, but it is not clear which specific features lead to analyticity. 
The aim of this article is to provide a definition of analytic method. The defi-
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nition should be non-trivial, i.e., not all methods should turn out to be ana-
lytic but at least one should. 
 I assume that an analytic method can be used without undertaking empiri-
cal research as a necessary component of any of the steps prescribed by the 
method.2

 I presuppose some features of the instructional model of method pre-
sented in Bielik – Kosterec – Zouhar (2014a; 2014b; 2014c; 2014d) and ex-
emplified, e.g., in Halas (2015a; 2015b). This model views a method as 
a systematic guide for reaching some epistemic goal. More precisely, 
any method is an ordered set of instructions which, when followed, lead one 
to a given goal. The use of a method is usually driven by a problem that can-
not be resolved within one’s knowledge base, i.e., the set of knowledge the 
agent uses. Hence, a method can be used to change that knowledge base in 

 Thus the use of an analytic method enlarges the researcher’s knowl-
edge without traversing the logical closure of such knowledge. In other 
words, one uses an analytic method to obtain, decode or make explicit infor-
mation which is hidden, encoded or entailed by the information in a preexist-
ing knowledge base. 
 The paper is divided into the following sections. Section 1 contains a brief 
specification of my theoretical framework. In Section 2, three types of in-
structions are introduced. In Sections 3 and 4, I further deal with selective in-
structions and the problems of information gain they present for the instruc-
tional model of methods. The roots of the problem are described in Section 5 
and the role of information access is discussed there as well. In Section 6,  
I deal with the role of information access by distinguishing three different 
kinds of knowledge bases. Section 7 proposes definitions of analytic instruc-
tion and analytic method. Section 8 discusses the role of declarative instruc-
tions. It is followed by a case study about the analyticity of the method of ex-
plication in Section 9. In Section 10, I discuss the problems of a finite agent 
testing a method for analyticity. The paper ends with a brief concluding 
summary.  

1. The framework 

                                                           
2  Analytic methods can, of course, be used to analyze the results of a previous em-
pirical research. 
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order to resolve the problem. For example, one might not know whether  
a formula of propositional logic is a tautology. She can use the truth table 
method for solving this problem. 
 A method usually prescribes a series of steps. When following any of the 
steps, we are involved in a process specified by the method. Methods and 
processes are therefore closely related. There are a variety of systems used to 
model processes in general, like procedural models (see, e.g., Duží – 
Číhalová – Menšík 2014) or Petri nets (cf. Murata 1989). The instructional 
model views methods as composed of instructions, usually expressed by im-
peratives. I take imperatives to have semantic content sui generis. In general, 
they denote a relation between input states and output states. Below, I exam-
ine instructions that denote relations among states of knowledge. The features 
of a method are studied using the compositionality principle in the following 
form: The relevant features of the method are determined by its instructions 
and their composition. Thus the definition of analytic method shall specify 
some constraints on instructions and/or their composition. In the next section, 
I present a typology of instructions which will be later used to specify these 
constraints. 

2. A typology of instructions 

 According to the instructional model, a method is an ordered set of in-
structions. In the context of the AMESH research project,3 several methods 
have been studied within this framework – modeling, defining, explication, 
idealization, conceptual analysis, etc. Instructional models were developed 
for the methods of explication and sampling (Bielik – Kosterec – Zouhar 
2014d), as well as abstraction and idealization (Halas 2015a) or definition 
(Zouhar 2015). The methods were specified in an idealized form (i.e., with-
out context of use)4

                                                           
3  See http://www.amesh.sk/english. 
4  The papers cited also abstract from the explicit notion of an agent. Although here, 
when speaking informally, I sometimes mention an agent, I do not presuppose one 
explicitly in the instructions. There are different ways of viewing knowledge base: in-
formation in the set can be considered in relation to an agent, but also without regard 
to an agent, simply as a problem base. 

 and their use was described in some case studies. For the 
purposes of the present paper, the main result of this previous work is that 
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one may roughly distinguish three types of instructions which occur in meth-
ods: selective, executive and declarative.5

 The second type of instructions is executive instructions. As providers of 
the actual computation steps of the procedure formulated in the method, they 
form the core of a method. While selective instructions order an agent to ac-
quire input parameters from her environment, execution instructions specify  
a computation using these parameters. Usually, selective instructions provide 
the material, so to speak, and executive instructions build further on that ma-
terial.

 
 Selective instructions order an agent to pick one of the possible ways to 
proceed further in a process. For example, the agent may be instructed to 
choose the number of samples which will be studied later. Selective instruc-
tions can also task an agent with picking an arbitrary value which is required 
for subsequent steps of the method – e.g., with picking a natural number from 
a range as an initial guess which is later improved upon.  
 This selection is seldom completely arbitrary. Usually some filtering fea-
tures are specified. For example, consider the following two selective instruc-
tions: 

 A)  Pick a natural number! 
 B)  Pick an even natural number! 

 Instruction B is more specific than instruction A. Selective instructions 
are the main source of indeterminacy of methods. Hence even though  
a method is stated as a set of instructions, its result may nevertheless be unde-
termined. 

6

                                                           
5  These are types of simple instructions. Complex instructions contain other instruc-
tions.  
6  Of course, selective instructions are not the only providers of material for execu-
tive instructions – one executive instruction can provide material for another one as 
well. 

 Some examples of executive instructions are: 

 Find the greatest common divisor of numbers a and b! 
 Solve the equation E! 
 Compute the median value of the measurement data! 
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 Similarly to a practice common in programming, where existing code is 
often reused as part of a larger task, or in logic, where proofs are used within 
other proofs, a method can itself serve as an executive instruction within an-
other method. 
 The third type of instructions is declarative instructions. They prompt an 
agent to publicly declare her results. Some examples of declarative instruc-
tions are: 

 Declare that there is no largest prime! 
 Declare the number of inhabitants of the capital city! 

The term “public” as used here is very general. It covers cases such as  
a classroom full of students or the set of readers of an academic journal. It 
may also simply be the agent herself. From a general point of view, the na-
ture of the audience can be disregarded. The important feature of these in-
structions is that the agent assumes the declared results as true in further 
work. 

3. The information value of selection 

 Assuming the instructional model of method, a specific kind of instruc-
tions often occurs (among others) in the methods thus reconstructed. These 
instructions have at least one common feature: they instruct the agent to pick 
an object. The object may be a material or an abstract entity or even a set of 
such entities. Usually, the agent chooses from various possibilities provided 
either by her knowledge or by her actions using that knowledge. In general, 
these instructions are a source of indeterminacy in the method. One cannot 
determine, at least not solely on the basis of the instructions themselves, 
which object will be selected.7

                                                           
7  One way of looking at this is as a branching of the ways in which the knowledge 
of an agent can be enhanced, if she follows the method. A selective instruction pre-
scribes a choice, not the object to be chosen. Different choices may thus provide dif-
ferent ways of enhancing knowledge of the researcher. This can be modeled, for ex-
ample, in a tree. Another kind of branching occurs when a method includes complex 
instructions, i.e., instructions composed of sub-instructions (e.g., “Stand up and shut 
the door!”). In Bielik – Kosterec – Zouhar (2014b; 2014c) we modeled only hypo-
thetical instructions of the form “if … then … else” as leading to branching. 
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 The notion of selection from many possibilities is closely related to the 
notion of probability. The theory of information assigns information value to 
selections (cf. Shannon 1948). Roughly stated, the lower the probability, the 
higher the information gain, if there is some at all. The notion of information 
is also closely related to the notion of knowledge (see Abramsky 2008). My 
aim here is to argue that, contrary to intuitions, selective instructions do not 
present any relevant information gain. From this point of view, not all of the 
information about an agent’s progress is relevant. What matters are the 
changes of the information states of the knowledge base. 

4. The problem of selective instructions 

 If we include information provided by selective instructions into our 
model, we face indeterminate changes in the knowledge base.8

 One way to solve this problem is to simply leave out the selective instruc-
tions when testing the method for analyticity. The main problem of this ap-
proach is that of justifying it in a non-ad hoc way. Another solution would be 
to pick out some relevant part of the knowledge base and test the analyticity 
of a method only with respect to the logical closure of the selected part of the 

 To avoid this, 
we could exclude that piece of information, but this should not be a simple ad 
hoc adaptation. I shall now show that the problem of indeterminacy due to se-
lective instructions arises from neglecting the role of information access in 
the instructional model. 
 Bielik – Kosterec – Zouhar (2014a; 2014b; 2014c; 2014d) did not state 
any conditions for the analyticity of method. One of the reasons was the very 
problem of selective instructions. On the one hand, it was clear that they do 
not present any relevant information or knowledge gain. On the other hand, 
all instructions were modeled as possible knowledge changers. The original 
model did not deal with the indeterminacy brought about by selective instruc-
tions. Therefore, it faces the problem that the use of a selective instruction 
surpases the logical closure of the initial explicit knowledge base. Hence, any 
method containing a selective instruction wouldn’t fit our intuitions about an 
analytic method. 

                                                           
8  These changes are indeterminate in the way that a) they are not constant and b) 
they are not entailed and cannot be exactly predicted. 
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base. But again, the problem is how to justify such an approach in a non-ad 
hoc way. 
 In testing methods for analyticity, the analyticity of instructions should be 
the key indicator.9

 The instructional model of method does not presuppose this difference 
between information that is accessible and information that is actually ac-
cessed and worked with.

 The first approach disregards selective instructions, but for 
no good reason. The second approach views the information gain provided by 
selective instructions as irrelevant, but again, for no good reason. Both ap-
proaches assume that selective instructions ought to be left out. But is that 
so? 

5. Information access 

 The main piece missing in the instructional model of method is a model 
of the flow of information between the agent, her explicit knowledge base 
and her operational knowledge base. The difference between the explicit and 
the operational base can be described as follows. Imagine yourself using  
a notebook computer. Its hard drive contains some explicit data. It certainly 
does not contain all the logical consequences of those data. After you sign 
into your account, not even all of your explicit data are accessed all at once. 
They are only accessible, not accessed. You first pick some of the informa-
tion stored on your hard drive to access it, and then proceed to make changes 
to it. Afterwards you may save the changes or cancel your work. The hard 
drive here is analogous to the explicit knowledge base. The information you 
accessed – e.g., documents opened, music played, etc. – is analogous to the 
operational base. 

10

                                                           
9  Further analysis would be required as to whether the analyticity of instructions is 
similar or related in some way to the analyticity of propositions.  
10  The dividing line between accessible information and information actually ac-
cessed requires a more detailed examination which must be postponed to a different 
occasion. Of course, at a closer look, the dividing line could appear much less strict 
than it is supposed here. 

 However, there occurs an important flow of in-
formation between them. A model that is able to capture this would not be ad 
hoc. 
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 Below, I shall model information access connected with instructions. The 
main idea is as follows: selective instructions provide access to information 
from the explicit knowledge base. They therefore do not change the informa-
tion state of this base. One does not modify information merely by accessing 
it. Selective instructions simply retrieve some of the information already in-
cluded in the knowledge base and provide it to the operational base. Con-
sider, again, the analogy with one’s work on a computer: one does not change 
a document by opening it. Similarly, in the context of a method, the change 
of information may only be due to executive instructions. 

6. Executive instructions vs. selective instructions 

 A common feature of all three types of instructions is that they describe 
steps between the states of some knowledge base. It is important, however, to 
distinguish between three different knowledge bases.11

 The explicit knowledge base of an agent can be viewed as a base of all in-
formation accessible by selection. In other words, an agent need not provide 
any thoughtful step to obtain information from this base.

 

12 The operational 
knowledge base represents the information already accessed. This base con-
tains the propositions the agent is currently working with (e.g., a finite set of 
axioms when proving a theorem). The implicit knowledge base represents the 
bounds of analyticity of the initial explicit knowledge base. We can think of 
it as a logical closure of the explicit knowledge base.13

                                                           
11  For the purposes of this paper, knowledge base can be viewed simply as a pair of 
a universe (a set of objects) and a set of propositions.  
12  Of course, selection may require some work in advance (e.g. an agent will have to 
pick some information within a specific range).  

 A selective instruction 

13  The need to differentiate between explicit information and its closure is well es-
tablished in epistemology (see, e.g., Dretske 2005) and computer science (cf. Vardi 
1989). The consensus is that an agent need not know all of the logical consequences 
of her knowledge (see also Jago 2014, Ch. 6). The difference between logical entail-
ment and knowledge closure is discussed in the approach of relevant alternatives (see 
Holliday 2012; 2015). From a technical point of view, the set is closed on an opera-
tion if it contains the results of the application of that operation on all its members. 
For example, the set of natural numbers is closed on the operation of addition. The 
closure of explicit initial knowledge base presupposed here is the union of the validity 
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provides a step from a state of the explicit knowledge base to a state of the 
operational knowledge base. It may also provide a step between states of the 
operational base (e.g., the agent selects a possible way of proceeding further). 
A declarative instruction provides a step from a state of the operational base 
to a state of the explicit base.14

 I shall now clarify the difference between selective and executive instruc-
tions. It seems that the intersection of these two sets is not empty: selective 
instructions may apparently provide steps between states of the operational 
base, such as when one chooses from several possibilities during computa-
tion. However, I propose to model selective instructions exclusively as steps 
from states of the implicit knowledge base to states of the operational base.

 Finally, an executive instruction provides  
a step between states of the operational base. 

15 
In the previous section, I argued why we need not consider the information 
provided by a selective instruction as relevant. When a selective instruction 
serves as a step between two states of the operational base, this means that 
we are at a point of the process where previous executive instructions have 
already provided us with some results. The following steps of the method re-
quire us to select from these preliminary results. This selection is not prede-
termined. But as long as the possibilities were obtained by analytic instruc-
tions,16

                                                           
closure, the closure on logical entailment and the closure on semantic analysis. I also 
presuppose that the explicit initial knowledge base contains all of the relevant mathe-
matical theories. The validity closure of the explicit base contains all sentences which 
are true whenever all sentences of the explicit base are true. The logical closure of the 
explicit base contains all the logical consequences of sentences included in the initial 
explicit knowledge base. The closure on semantic analysis of the explicit base con-
tains all relevant semantic parts of the sentences in the explicit base. 
14  The result of a declarative instruction (i.e. declaration) possibly enriches the ex-
plicit base. Therefore, it possibly changes its state.  
15  In some methods, perhaps, an executive instruction has to be executed to make  
a step from the implicit base to the explicit base possible. I do not consider such cases 
in this paper. 
16  I define this term in Section 7. Simply put, the execution of an analytic instruction 
(which possibly results in a change of the operational knowledge by some proposi-
tion) never results in a proposition which is not included in the implicit knowledge 
base. 

 they should be included in the implicit knowledge base of the agent, 
i.e., the logical closure of the explicit knowledge base. Thus, in the case of 
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analytic methods, we can model selective instructions as steps from states of 
the implicit knowledge base to states of the operational base. Therefore, the 
set of selective instructions and that of executive instructions are disjoint. 
 But how can we know whether this is in fact possible? The possibility 
hinges on the assumption that all of the executive instructions preceding the 
given selective instruction are analytic. If the method is not analytic, it is be-
cause it contains at least one non-analytic executive instruction (i.e., an in-
struction which provides us with a proposition that is not in the implicit 
knowledge base and by doing so broadens our initial knowledge). In this lat-
ter case, the proposed transformation of selective instructions may not work. 
Thus, when testing a method for analyticity, we need to look no further than 
at the executive instructions which can be clearly differentiated from the se-
lective instructions. 

7. Analytic instruction and analytic method  

 Until now, I have distinguished three types of instructions, arguing that 
only executive instructions should play a role when checking a method’s ana-
lyticity. The difference between selective and executive instructions has been 
based on the notion of analytic instruction. This section aims to specify this 
notion. 
 A useful distinction that will be important later is one between an instruc-
tion and its manifold uses. The same instruction can accept different inputs 
and it can also be used more than once within the same method. Generally, 
the use of instruction is the application of the instruction to some input. 
 Now, let me introduce the notion of the descriptive result of the executive 
instruction (DRE):  

The DRE of the executive instruction I, which provides the output b for 
the input a, is a-I-b.  

a-I-b is a structured description of instruction I accepting input a and leading 
to the result b. The structure is very simple. Its only use is in distinguishing 
the input of the use of instruction (a), the instruction itself (I), and the result 
of the use of instruction (b). For every use of the instruction there is a corre-
sponding description. However, the DRE is not a proposition – it is just  
a structure. In methods used in science, the input is an object from the state of 
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knowledge base (the reader is reminded that the base is a pair of a set of ob-
jects and a set of propositions). The use of an instruction (i.e., its execution 
accepting a given input) provides us with an object (b) which enriches the 
universe of the knowledge base.17 The use of an instruction also enriches the 
set of propositions of the knowledge base by a descriptive proposition.18

is the operation of addition (add). My task here is not to specify the method 
for identifying main operation of an instruction. I simply presuppose that 
there is such an operation for every instruction. Of course, this strong as-
sumption may appear incorrect due to the vast number of kinds of impera-
tives. A more detailed justification of this assumption would require a thor-
ough investigation into the semantics of imperatives. The main reason for 
making this assumption here is the semantic principle of compositionality. 
According to this principle, for every complex semantic unit

 
Therefore, the use of an instruction possibly changes the state of the opera-
tional knowledge base of the scientist.  
 There is one specific proposition that can be assigned to each DRE. The 
proposition is obtained in the following way. The semantic analysis of an in-
struction reveals a semantic operator which is central to the instruction. For 
example, the main operation of the instruction 

 I) Add numbers a and b! 

19

                                                           
17  That is, operational knowledge base. 
18  I shall return to this shortly. Here it suffices to state that the descriptive proposi-
tion conveys information about the result of an instruction accepting some input. 
19  From the structuralist point of view, a proposition is a structured semantic unit. 
Imperatives are structured semantic units as well. 

 there is a tree 
structure which represents how simpler semantic units are composed to form 
the complex unit. Any tree has a single root node which is the result of the 
application of the last operation to combine the simpler semantic parts into 
the final, complex one.  
 Further, I presuppose that for every main operation in an imperative there 
is another closely related operation. In my example, the main operation was 
add, and the corresponding other operation is +. This needs closer examina-
tion. Let us compare the two structures: 

 a) Add 2 and 3! 
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 b) 2 + 3 

I argue that add and + have different semantic contents. This is readily seen 
from the fact that in structure a), add is unary (it applies to the complex 2 and 
3), while in b), + is binary. Another difference is that by combining the op-
eration add with its argument we compose an imperative, whereas by com-
bining + and its arguments we compose a number (or a construction of 
a number), but certainly not a proposition. Therefore it is reasonable to con-
sider the semantic content of add and + as different. 
 Nevertheless, there is a close connection between these two operations. 
The main semantic operation of the imperative (imperation) prescribes some 
action on its input. The result of the prescribed imperation is exactly the same 
object which is denoted by the corresponding complex structure b). I use the 
DRE to explain the connection: 

 The DRE of imperative a) is: 2, 3-Add x and y!-5. 

We can describe the result of b) as follows: 

 c) 2 + 3 = 5   

We obtain this proposition from the DRE as follows. We first obtain the input 
of the DRE (2, 3). Then we obtain the imperation of the instruction of the 
DRE (add). This imperation is closely connected to the operation (+). We ap-
ply the operation to the input arguments and obtain the result (5). This is de-
scribed by the proposition c). In a similar way, any DRE can be assigned  
a descriptive proposition.20

Def 1: The use of instruction I is analytic iff its descriptive proposition is 
analytic.

  
 Finally, I can turn to formulating the definitions. First, let me define the 
analytic use of an instruction: 

21

                                                           
20  Of course, this needs further investigation. At the moment, if the assumption of  
a close connection between imperations and operations is correct, then the acquisition 
of a descriptive proposition from any DRE is a straightforward process. 
21  This paper does not specify the notion of analytic proposition and simply presup-
poses it. Some models of analytic propositions are provided, e.g., by Duží (2010 and 
2013).  
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The descriptive proposition is assigned to a particular input-output pair pro-
vided by the use of the instruction. The instruction usually generates a whole 
relation and not only one such pair. A more general definition is thus re-
quired: 

 Def 2: The instruction I is analytic iff all its uses are analytic. 

Here, the distinction between the analytic use of an instruction and the analy-
ticity of the instruction itself is crucial, simply because for some instructions 
only some of their uses are analytic.22

 Selective instructions provide access to accessible information, while ex-
ecutive instructions prescribe actual computations of the method. The last 

 
 Testing an instruction for analyticity is by no means an easy task. I dis-
cuss some features and possible problems of such testing later. With the two 
previous definitions at hand, I can now specify the conditions of analyticity 
of methods viewed as ordered sets of instructions: 

Def 3: The method M is analytic iff all uses of its executive instructions 
are analytic. 

 How does one go about testing a method for analyticity? One has to ana-
lyze uses of its executive instructions. Sometimes it is possible to generalize 
about them. One then has to check whether all executive instructions in-
cluded in the method lead to analytic descriptive propositions. DREs can be 
used for this purpose. 

8. Declarative instructions 

                                                           
22  Consider the following instruction inspired by Cmorej (1996): Test whether x is as 
old as Peter! The result of this test for some object is either True or False. Consider an 
object, A, different from Peter. Suppose we made the testing and the result was False 
(e.g., A is younger than Peter at the time of testing.). The DRE is: “A-Test whether  
x is as old as Peter!-False”. The descriptive proposition is: “Test whether (A) is as old 
as Peter = False”. But this proposition is not analytic. It is possible (perhaps in some 
other world) that A is as old as Peter. On the other hand, if we use this instruction with 
respect to Peter, then the result will always be True. Hence, for some instructions, 
only some of their uses are analytic.  
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type of instructions is declarative instructions. Should they be tested for ana-
lyticity? 
 The general scheme for a declarative instruction is: 

 Declare A to be in relation R with B! 

 A semantic analysis reveals that the main operator (besides exclamation), 
is to declare. Therefore, the main operation provided by a declarative instruc-
tion is declaration or public announcement. The field of public announcement 
logics is already well established (see Baltag – Moss – Solecki 1998; Wang 
2013). A common view is that the public announcement of a proposition 
changes the situation of an agent in that after the announcement, she takes the 
proposition to be true. What happens is an update of the agent’s knowledge 
base. Above, I discussed the closures on initial explicit knowledge base of the 
agent. Consider now the operator of declaration. It does not seem to be ana-
lytic, necessary or determined – one cannot predict what will be declared.  
 If we include declarative instructions among instructions tested for analy-
ticity, the results will be practically trivial. All methods containing a declara-
tive instruction will not be analytic. This situation is similar to the one we 
have seen above, with selective instructions. On the one hand, it seems that 
declarative instructions are part and parcel of methods. On the other hand, 
their inclusion seems to leads to surpassing the limits of the closures of the 
initial explicit knowledge base. 
 The remedy could be seen, again, in considering the role of the informa-
tion access. The difference between selective and executive instruction was 
that executive instructions do not operate on the explicit knowledge base. 
They do not access information – what they do is computation (in a very gen-
eral sense) using information already accessed. Now, consider declarative in-
structions. Rather than providing computation using accessed information, 
they provide updating of the explicit knowledge base with respect to the re-
sults obtained by executive instructions. In our computer analogy, what they 
do is saving changes. Declarative instructions usually provide a statement 
which explicitly names or labels some element. Could we leave these instruc-
tions out of testing for the analyticity of methods? Again, a positive answer 
based on non-ad hoc reasons is required. 
 The role of declarative instruction is to declare a result obtained by previ-
ous instructions. The declaration of result is not a result in itself. If a result of 
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some executive instruction is not analytic, the announcement of the result can 
do nothing to change that. Thus the analyticity of a result is independent of 
the announcement. In other words, it would be strange to consider a proof as 
non-analytic just because it was published or announced. Therefore, the test-
ing a declarative instruction for analyticity is redundant. 

9. Case study 

 Bielik – Kosterec – Zouhar (2014d) proposed a model of the method of 
explication. Here is its simplified version: 

 1. Select the content, A, which does not provide the required theoretical 
functions! 

 2. Declare the content A to be the explicandum! 
 3. Select the contents, B, C, D, which are to be used! 
 4. If the contents are not clear enough, then clarify them, else construct 

the content, E, out of B, C, D! 
 5. Test whether the constructed content is theoretically valuable! 
 6. Declare the content E to be the explicans of the content A! 

 The first step in testing this method for analyticity is dividing the instruc-
tions involved into selective, executive and declarative. Obviously, instruc-
tions 2 and 6 are declarative. These will not be tested for analyticity. Instruc-
tions 1 and 3 are selective. They presuppose availability and accessibility of the 
contents A, B, C and D, and they merely provide us with access to these con-
tents. Instructions 4 and 5 are executive. Let me now describe their testing. 
 Instruction 4 is a complex instruction of the form “if … then … else …”. 
The instructions in each of the clauses need to be tested individually – the en-
tire instruction is analytic only if all the instructions in all clauses are ana-
lytic. The first clause includes the method of clarification. This is an example 
of a method being used as an executive instruction in another method. Thus, 
the analyticity of the method of explication depends on the analyticity of the 
method of clarification.23

                                                           
23  The method of explication is therefore a complex method which has another 
method as its subpart.  

 The second clause contains an instruction that leads 
us to construct content out of some specified building blocks. The main op-
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erator of this instruction is to construct and the associated operation is con-
struction. The construction of content out of specified parts seems unprob-
lematic. Therefore, the corresponding descriptive proposition can be consid-
ered analytic. Instruction 4 is therefore analytic if the method of clarification 
used is analytic. 
 Instruction 5 is a testing instruction. It assumes that some criteria of theo-
retical value are specified. A constructed content enters as input and the out-
put is a positive or negative answer. Let BCD be the content constructed in 
the previous instruction. The DREs are 

 BCD-(Test for value)-is valuable. 

or 

 BCD-(Test for value)-is not valuable. 

The descriptive propositions are: 

 BCD is valuable according to the test. 

or  

 BCD is not valuable according to the test. 

The analyticity of this instruction obviously depends on the analyticity of the 
method of testing.  
 To summarize, we can see that the method of explication as stated here 
contains other methods. The analyticity of the former therefore depends on 
analyticity of the latter. If all the methods contained are analytic, then the 
whole method is analytic. In this section, I described using the proposed defi-
nitions. First we have to select the executive instructions. Then we have to 
check their uses. If an executive instruction is method in itself, then we must 
check this method for analyticity. 

10. The problem of analytic test 

 So far, I have discussed the kinds of instructions involved in methods and 
their influence on analyticity of methods. I argued that only executive in-
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structions should be taken into consideration. Let me now turn to one more 
possible source of problems. 
 The definition of analytic instruction is ultimately based on the notion of 
analytic proposition. Thus, the ability to distinguish analytic and non-analytic 
propositions enables one to distinguish analytic and non-analytic instructions 
(at least within the model proposed here). The crucial question here is how 
we test propositions for analyticity. The simple, off the cuff answer seems to 
be that we apply some testing methods. This, however, raises another ques-
tion. Should we use analytic methods in order to tell analytic propositions 
from non-analytic? A negative answer seems strange. If non-analytic tests 
were used in testing for analyticity of propositions, this would make our 
knowledge of analyticity dependent on empirical factors. It seems that the 
tests must be analytic. But this makes our knowledge of analyticity of 
propositions dependent on analyticity of some method. Have we come full 
circle? 
 The issue is related to the cardinalities of the set of analytic methods and 
the set of analytic propositions. It is clear that if there were only one analytic 
method and only one analytic proposition, our model of analytic methods 
would be circular. The method would be analytic because the proposition is 
analytic, and we would only ever know that the proposition is analytic be-
cause the method is considered analytic. But what if the number of methods 
is not finite? Once again, after a while, we get circularity. After using up all 
analytic propositions from the finite set we would need another to support the 
analyticity of some testing method. So it seems that we should presuppose 
that both sets, the set of analytic methods and the set of analytic proposi-
tions, are infinite. This then need not lead to the circularity mentioned. The 
drawback here is that we are finite entities which can only provide finite 
tests. We therefore have to consider some method or proposition to be ana-
lytic without justification prescribed by the presented model of analyticity of 
the methods. 
 The reason for the circularity is that the testing methods for analyticity 
of propositions should be analytic. I call this the problem of analytic test, 
which is due to our notion of analytic method presupposing that we, as fi-
nite agents, know at least some analytic propositions beforehand without 
any test. 
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11. Conclusion 

 The main aim of this paper was to provide a definition of the notion of 
analytic method. Using the instructional model of methods, I distinguished 
three different types of instruction. Selective instructions are used to access 
information or to provide steps undetermined by the method itself. Executive 
instructions provide the actual computation steps of the method. Declarative 
instructions serve to declare the results obtained by the method.  
 I conditioned the analyticity of method by the analyticity of executive in-
structions involved. An executive instruction is analytic if descriptive propo-
sitions obtained from the descriptive result are analytic. I therefore condi-
tioned the analyticity of methods by the analyticity of propositions. However, 
as soon as we consider the role of finite agents in testing of methods for ana-
lyticity, the problem of analytic test arises. 
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 In what follows I continue in replying to papers which have been col-
lected by Juraj Hvorecký and appeared in the first Supplementary Issue of 
Organon F 2015.1

Anders Pettersson

 I need not repeat (but cannot resist doing so) how exciting 
it was to read that exceptional bunch of papers, written by brilliant philoso-
phers and my good friends. As usual, in my replies I am voicing agreement 
and disagreement with the same pleasure (the latter perhaps with greater pas-
sion), and take both as a sign of deep respect.  

2

 The provocative title of Anders’ paper and his radical exposition of the 
paradox he finds in the widely shared theoretical notion of a text as an ab-
stract object present a good motivation for clarifying certain concepts – and 
Anders does a considerable work in this field. He works with a strong con-
cept of abstract objects as atemporal entities, with the counterintuitive conse-
quence that texts, fictional stories, characters engaged in them, symphonies, 

 

                                                           
1  The first part can be found in Koťátko (2015). In both parts I preserve the order in 
which the papers originally appeared. I owe my thanks to Juraj Hvorecký for a thor-
ough review of the text and correction of my English.  
2  Reply to Pettersson (2015). All the page references which appear without the au-
thor’s name refer to this paper. 
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laws etc., if conceived as abstract entities, cannot be created. This generates 
an interesting tension with Zsofia Zvolenszky’s paper based on the concept of 
abstract artifacts – abstract entities brought into existence by human creative 
activities. Nevertheless, even if we accept such a concept (as I think we 
should), and classify texts as abstract artifacts, the question how or in what 
sense something abstract can be involved in relations and bear properties we 
are used to ascribe to physical objects poses an interesting challenge.  
 Anders is not satisfied with explanations of the kind given by Stephen 
Davies: symphony is an abstract object but “it can be noisy and triumphant at 
its close” – which means that “its ‘well formed instances’ must be noisy and 
triumphant at its close” (p. 120). To be sure, this involves certain ambiguity 
in ascribing properties to their bearers. Noisy in straightforward sense (or: 
noisy “in the last instance” – not parasitic upon any more fundamental case 
of something having some property) can be only spatiotemporal events: but 
abstract entities like symphonies can have properties which have normative 
implications concerning noisiness of certain acoustic events, namely those 
which are presented as their instances. There is no harm, I would say, if we, 
for the sake of brevity, describe those properties by using the term “noisy”. 
We normally do so and that’s why it would sound counterintuitive to deny 
that symphonies can be noisy. With the explanation just given we can avoid 
category mistake (of straightforwardly, literarily ascribing physical properties 
to abstract entities) without falling into conflict with ordinary usage. To do 
justice to the way we use language, we simply have to admit that when mak-
ing an utterance of the form S is P we do not have to predicate P to the refer-
ent of S. We can assign it to its instances, if the referent is an abstract entity, 
saying thereby something rather complex about that abstract entity: namely 
that it is such that all its instances (or “proper”, “standard”, “well formed” in-
stances) have the property specified by P.  
 Perhaps we can borrow the terminology Pavel Tichý in (1978) has intro-
duced in the context of theory of descriptions. Since he insisted that expres-
sions like “the US president” refer in all their uses to a concept (also: “char-
acter” or “office”), rather than to an individual (uniquely satisfying the con-
cept or occupying the office in the time of the utterance), he had to make  
a special move to account for sentences like “The US president is usually  
a white rich male”. In such a case Tichý speaks about predication de re: the 
property specified in the predicate is not ascribed to the concept referred to 
by the expression in the grammatical subject but to the individual uniquely 
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satisfying the concept. On the contrary, in cases like “The US president is 
electable” the property is ascribed to the concept itself: that is predication de 
dicto.3

                                                           
3  In other words, Tichý had to allow for plurality on the level of predication if he 
wanted to avoid it on the level of referents of descriptions (i.e. if he did not want to 
admit that “the US president” sometimes refers to a concept and sometimes to an in-
dividual uniquely satisfying it in the time of the utterance). Our situation is analogical: 
we have to join Tichý in postulating two kinds of predication, if we want to insist that 
the terms like “symphony” or “text” in all their uses refer to an abstract entity. The 
question is whether we should insist on this. If we do so, it is hard to see how to ac-
count for sentences like “Can you pass me that text?” Here we certainly do not ask the 
addressee to pass us an instance of some text (as a contextually identified abstract en-
tity) but to pass us particular (deictically identified) physical object which is, as we 
presuppose, an instance of some (unspecified) text as an abstract entity. This should 
be distinguished from an utterance of “Could you give me the text?” made by an actor 
during the rehearsal: here he asks to be given some (whatever) instance of particular 
text as abstract entity (text of particular play).  

 The relation of satisfying (or occupying) which holds between Tichý’s 
concepts (or offices) and individuals satisfying (or occupying) them can be 
approached as a special case of the relation between abstract entities and their 
instances and I think we can keep Tichý’s terminology even on this more 
general level. In our case, it makes certainly sense (though not the same 
sense) to say that noisiness belongs to the symphony as an abstract object and 
that it belongs to its instances (particular performances): in the latter case the 
sense is straightforwardly simple, in the former it includes a mediating con-
struction specified above.  
 With the same right one can say that it makes good (though not the same) 
sense to say that we read a text as an abstract entity and to say that we read  
a particular instance of that text. The specific feature of this case is that in do-
ing so we draw attention to two aspects of a rather complex phenomenon in 
which relations to the text as an abstract entity and to its physical instance are 
inseparably interconnected. Since reading, in the literal sense of the word 
„reading“, includes: 

 (1) focusing on some particular physical object (typically string of shapes 
on the paper, on the wall etc.); 

 (2) identifying it as an instance of a text as abstract entity; 
 (3) interpreting the sentence types belonging to the text as bearing certain 

literal meanings; 
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 (4) interpreting the particular occurrences of instances of these sentences 
with their literal meanings, produced in given context, as used to per-
form speech acts with particular force and propositional contents; 

 (5) occasionally, interpreting the fact, that such and such speech acts have 
been directly (literarily) performed in given context, as a performance 
of some indirect speech acts (or: as generating some implicatures in 
Gricean sense).4

 Here is another example of ambiguity on the level of predication. If we, 
as I have suggested in Koťátko (2004), define literary work as a structured 
complex of the text’s literary aspirations, we presuppose that it makes sense 
to ascribe aspirations to a text (similarly like we ascribe intentions to literary 
works when using the term “intentio operis”). But the definition also provides 
space for ascribing them to the literary work. In these two ascriptions we just 
appeal to two ways in which something can belong to something: particular 
literary aspirations belong to the text as to their bearer (the text bears and in-
dicates certain aspirations) and they belong to the literary work as to the 
whole which includes them as its parts.

  

 So, it makes equally good sense to relate reading to the text as an abstract 
entity and to its physical instance: in fact, both relations are present and in-
terwoven in the act of reading. None of them can in itself constitute reading: 
neither mere contact with a string of shapes or sounds nor mere intellectual 
(interpretative) operations with a text as an abstract entity instantiated in our 
mind, not based on a simultaneous intercourse with its external physical in-
stance, would be called “reading”.  

5

                                                           
4  This is not to say that reading is a series of steps proceeding in the order presented 
here: for instance, the hypothesis about what the author of a text intended to convey in 
given context (step 5) can help us in identifying the words written (step 2): think e.g. 
of the case of an illegible manuscript.  
5  This may recall long philosophico-logical tradition beginning with Aristotelian in-
terpretation of the system of categories as representing various ways in which some-
thing can belong to something – and, on the level of predication, something can be as-
cribed to something (cf. Anal. prot. I, c. 37, p. 49a).  

 Similarly, when speaking about 
reading the text of Madame Bovary, we can mean both the text as an abstract 
entity and its particular instances, activating thereby two correlative aspects 
of the sense of “reading something” (cf. the preceding paragraph).  
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 In the light of all this, we have no reasons to complain that the common 
use of the word “text” balances between the physical and non-physical read-
ing,6

 (3) text3 as a syntactically identified series of symbols (types) interpreted 
as used to express certain propositional contents with certain illocu-
tionary force.

 as Anders shows in Sections 1 and 2: this is certainly not a case for phi-
losophical “therapy” (also here I join Anders: cf. p. 124). He also points out 
(p. 122), that the ordinary use of the word “text” in some contexts refers not 
only to symbols (as types), but also to their meanings. I believe that even the 
theoretical usage should allow us to keep these things together as distinct lev-
els of the text. Taking into account also the distinction between meanings of 
expression types and meanings expressed by their use in given context, we 
should distinguish: 

 (1) text1 as a syntactically identified series of symbols (types); 
 (2) text2 as a syntactically identified series of symbols (types) interpreted 

according to the conventions of particular language; 

7

 To sum up, I agree that the attempts “to press the ordinary concept of  
a text to perform heavy theoretical duty for which it was never conceived” (p. 
131) lead to aporias and appreciate the precision with which Anders shows 
their nature. On the other side, I still believe that it makes good sense to try to 

  

 In Koťátko (2013) I have tried to analyze various ways in which identifi-
cation of these text-levels within the literary interpretation contributes to (or 
depends on) identification of the literary work.  

                                                           
6  This is what I would prefer to say instead of Anders’ classification of the “ordi-
nary conception of a text” as “illogical” or “logically incoherent” (p. 124, 127 ff.).  
I find the concept manifested in the ordinary use of the word “text” rather dynamic or 
flexible than incoherent: it enables us to do justice to the text’s complex mode of exis-
tence, including both a concatenation of expression-types endowed with meanings and 
physical instances of the former. 
7  “As used” (applying to sentence-types) is to be read “as used within the given text 
as a type” – so even on his level we do not shift from a text as an abstract entity to its 
instances. The text3 clearly does not coincide with David Davies’ notion of work de-
fined as “a text-type as used as an artistic vehicle in a particular generative context” 
(cf. Pettersson 2015, 126). The identification of the text3 and the identification of the 
literary work (in my sense – cf. above) are mutually dependent moves, requiring re-
spect to “particular generative context” (circumstances of the text’s origin).  
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work with the theoretical concept of the text in a way which will be compati-
ble with our ordinary use of the term “text” and do justice to the intuitions 
manifested in this use. I do not find this aspiration unrealistic since, unlike 
Anders, I do not find the ordinary concept of text incoherent.  

Göran Rossholm8

(CT) An analogical presumption belongs to our role of interpreters of 
literary works. The world in which the story of Flaubert’s novel takes 
place is the world we must presuppose if Flaubert’s text is to fulfill its lit-

 

 Göran discusses, in the most illuminating way, the problem of complete-
ness/incompleteness of fictional worlds and their components and the way in 
which we should approach various kinds of gaps we find in texts of narrative 
fiction. In one moment (cf. p. 136) he quotes from Ingarden: “In a real object 
such Leerstellen are not possible. At most the material is unknown” and adds: 
“Why not just say the same about fictional and factual accounts that mention 
a table without mentioning the material it is made of: we do not know the 
material and that is all. Koťátko does not discuss this question” (p. 136).  
 In fact, I have made some comments on this issue and they are, I suppose, 
in full agreement with Göran’s position. Let me try to imitate a possible dis-
pute (opened by Göran’s question) with the adherents of the incompleteness 
thesis (IT). Their most straightforward reply could go as follows:  

(IT) In the case of our talk about real entities in everyday communica-
tion – in contrast to the fictional discourse – there is a sphere which de-
termines what our descriptions leave underdetermined, namely the actual 
world. This world contains, independently of our descriptions, complete 
individuals, definite even in those respects which are epistemically (cur-
rently or in principle) inaccessible to us.  

I believe that the adherent of the completeness thesis (CT) should reply as 
follows: 

                                                           
8  Reply to Rossholm (2015). All the page references which appear without the au-
thor’s name refer to this paper. 
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erary functions. And this is a complete world in which complete human 
beings live in complete settings, find themselves in complete situations 
and take part in complete events, while the narrator naturally provides us 
with only an incomplete description of all this. 

The dispute could then continue e.g. this way:  

(IT) If you insist that the world of the novel is complete, the question 
arises in which mysterious way the author managed to create it, granted 
that he can provide us only with incomplete sets of descriptions of charac-
ters, objects, settings, events and so forth. 
(CT) It is entirely sufficient that the author has written a text whose lit-
erary functions require the reader to presume a complete world as the 
world where the story of the novel takes place, where its protagonists live 
etc. In this way the author has established this world as the world of his 
novel.9

                                                           
9  In fact, I believe that the world we are supposed to relate the text of narrative fic-
tion to is the actual world: the narrative functions of the text require that the reader 
approaches its sentences (in the as if mode) as records of utterances of an inhabitant of 
the actual world (the narrator) who tells us what happened in this world. Cf. e.g. my 
reply to Zsofia Zvolenszky bellow. 

 Descriptions contained in the text of the novel have thus acquired 
the status of incomplete descriptions of complete individuals, settings, 
events and the like. 

 So far, the dispute concerned the ontology of fiction. But the adherents of 
(IT) can convert it to epistemological one, by arguing that the reader can 
hardly presume that the literary text provides her with incomplete descrip-
tions of complete entities, when she knows that she has no chance of com-
pleting these descriptions in any respect that would go beyond the text. I be-
lieve that there is no substantial asymmetry between the “ordinary” and fic-
tional talk even in this field – but this part of the defence of (CT) can be 
found in Koťatko (2010, 98) and Göran refers to it in his paper.  
 The arguments I have ascribed to the proponents of (IT) fit well together 
with Göran’s “preliminary” answer to the question “Why do many scholars 
treat the factual and fictional discourses so differently with respect to incom-
pleteness?” (p. 136). I find his explanation sharp and convincing. 
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 This dispute with the proponents of (IT) requires certain important quali-
fication – which brings us to the second part of Göran’s paper. What I oppose 
is the claim that it belongs to the very nature of fictional entities and the 
world they inhabit that they are ontologically incomplete. But I do not want 
to deny that a piece of narrative fiction may present the world the narration is 
about and its inhabitants as essentially incomplete. If one believes, as I do, 
that the text of narrative fiction requires from us to assume (in the as if mode) 
that its story takes place in the actual world, the completeness of the world to 
which the narration refers is guaranteed in advance – but only on the pre-
sumption that the actual world is complete. Obviously, the same concerns the 
issue of contradictions: the coherence of the fictional world (despite the con-
tradictory statements made occasionally by the narrator) can be guaranteed 
by its identification with the actual world – granted that the actual world does 
not include contradictions. I have repeatedly referred to Samuel Beckett as an 
example of an author who does not seem to share these presumptions and, as 
a writer, does not intend to create the illusion that they are right. The starting 
point is his account of the world as universal chaos (“I can’t see any trace of  
a system anywhere”) and the consequence is his rejection of narrative tech-
niques which, according to his opinion, serve to conceal the chaotic nature of 
reality and construe an illusionary picture of an ordered, and hence coherent 
and complete world.10 The main target of his criticism is (not surprisingly) 
Balzac, but he distances himself even from Kafka as not consequent enough: 
the way his characters behave is not compatible with the fact that the chaotic 
nature of the world does not leave space for personal integrity and continuous 
purposeful action.11

                                                           
10  Just one illustration of the incompletness of Beckett’s world: in the Unnamable it 
comes out that one cannot decide whether the names “Molloy”, “Moran”, “Malone” 
(and several others) refer to the same individual or to different individuals and 
whether any (or all) of them are identical with the narrator. This does not serve to il-
lustrate the narrator’s momentary indisposition but the nature of the world he lives in 
and the inscrutability of personal identity in such a world. The reader is not expected 
to presuppose that this world includes some facts, unknown to the narrator, which 
could decide such issues.  
11  “The Kafka’s hero has a coherence of purpose… He’s lost but he’s not spiritually 
precarious, he’s not falling to bits. My people seem to be falling to bits” (Shenker 
1997, 162). 

 Correspondingly, I agree with Göran that Kafka’s world 
is not of the kind I have ascribed to Beckett. It certainly does not lack order: 
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Kafka’s characters are permanently confronted with signs of a hostile and 
impenetrable order and are endowed with a desperate desire to gain insight 
into it and find an efficient way of behaving within it. Moreover, as Göran’s 
examples show, although their position might be tricky, for instance it may 
be unclear whether K. in Trial is or is not arrested (as a consequence of the 
introductory episode), this need not mean that the world they live in is in-
complete (i.e. that its order is disrupted by gaps). Göran leaves this interpre-
tation available as one of the alternatives (cf. p. 138) but I would opt for an-
other one. According to it, this case shows that our dichotomy “arrested – not 
arrested” is not quite apt for describing the position in which K. finds himself 
(perhaps the same can be said about the position of some of our actual con-
temporaries): but precisely the way in which this dichotomy fails shows a lot 
about K.’s situation. In general, this part of Göran’s paper demonstrates that 
our inability to answer certain questions concerning the characters or the 
story may play very different roles in the interpretation of a work of fiction 
and that our analysis should be sensitive to these distinctions.  
 I find equally illuminating the last part of the discussion Göran went into. 
If there is any point of disagreement, it would concern the degree of our reli-
ance on what we are told in a text of narrative fiction and in everyday com-
munication: I do not find the difference as radical as Göran (cf. p. 142). The 
trust in truthfulness of the assertions we are addressed in the ordinary dis-
course, is, according to some authors, anchored in the very nature of linguis-
tic communication.12

                                                           
12  For instance, Lewis (1983) famously approaches linguistic convention as a “con-
vention of truthfulness and trust”. It follows that if in some moment the inhabitants of 
the United Kingdom cease to believe that the vast majority of assertive utterances of 
English sentences addressed to them in everyday communication are true, in that very 
moment English will cease to be conventionally fixed as the language spoken by the 
inhabitants of UK. Similarly, McDowell (1980) has argued that in such a case asser-
tion (as a type of speech act) could not fulfill its basic function adopted from the 
prelinguistic forms of communication, namely the function of providing the addressee 
with an “epistemic surrogate” of direct experiencing the relevant state of affairs 
(specified in the propositional content of assertion). 

 One need not share this view and still hold that trust is 
the default attitude which we abandon only under the pressure of evidence (or 
at least suspicion) that the speaker is not reliable. But even if this happens we 
have often a good chance to find out how things really are. For instance we 
may conclude that the speaker exaggerates her role in the events she is de-
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scribing or that she misidentifies the cause of what has happened. Quite often 
we are able to recognize this without having any independent source of in-
formation about the subject matter in question – we simply register some-
thing suspicious in what the speaker says or in the way she expresses herself 
and draw on our general knowledge about how things usually go. And from 
the same resources we are often able to put together quite a reliable picture of 
how things really are in the case in question, contrary to what the speaker 
says. Obviously, the construction of a literary work may include reliance on 
our ability to exploit precisely these skills, acquired in everyday communica-
tion. One of the intended effects of a literary text may be a discrepancy be-
tween the assertions we are ascribing (in the as if mode) to the narrator on 
one side and our reconstruction (in the as if mode) of the actual course of 
events. In such cases, to use Göran’s way of putting it, “the reader sees 
through what is said” (p. 140): and I fully agree that this (what the reader is 
supposed to see behind the words) is what we the reader is in the last instance 
told to be true – not by the narrator but by “the book”, as Göran has aptly put 
it. In the most radical case I can think of, the message we receive “in the last 
instance” is that the nature of the world is such that it leaves no space for 
meaningful utterances. With respect to the fictional world of Beckett’s texts it 
certainly holds – for cooperative readers – that this “is true because the book 
says so” (p. 140). But if we admit that Beckett’s aspiration is to let us see the 
actual nature of the world we live in (to make the universal chaos visible to 
us), we have a good reason to raise the question of truthfulness again.  

Manuel García-Carpintero13

 Let me start with Manuel’s account of the nature of the fiction-maker’s 
creative acts: “…Joyce’s utterance is not an assertion but a different speech 
act of pretending or make-believe which should be understood in terms of 
norms stating contents that proper appreciators of Joyce’s tale ought to imag-
ine” (p. 153). According to my view, the specification of the author’s creative 
act is something which should follow from our reply to a more fundamental 
question: what do the literary functions of the text require from the inter-

 

                                                           
13  Reply to García-Carpintero (2015). All the page references which appear without 
the author’s name refer to this paper. 
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preter? In other words, what are the interpretative moves the reader has to 
make in order to allow the text to fulfill its literary functions? Then we can 
characterize the writer’s achievement so that she creates a text whose literary 
functions impose such and such requirements on the readers. As far as I can 
see, this does not mean, on the author’s part, to pretend to make assertions, 
promises etc.,14

 Speaking about “requirements” or “the moves the reader has to make” 
may invite normative interpretation – but I do not think (apparently unlike 
Manuel) that the writer’s creative acts or their results establish real obliga-
tions any more than the instructions for operating a washing machine do. Ac-
cording to my view, what these requirements or instructions in effect say is 
this: “If you want the literary text/the machine to fulfill its intended functions 
for you, you should do so and so (and avoid doing so and so)”. Read in this 
way the instruction is purely instrumental. The introductory conditional 
clause in this hypothetical imperative certainly does not specify any wish we 
are obliged to have: the reply “No, I don’t think this is precisely what I want” 
makes quite a good sense. Of course, it will be found inappropriate or even 
invite sanctions in special contexts, in which our discourse and connected 
non-linguistic actions fall within the domain of some extra norm, like “All 
students in this class (or: all inhabitants of this hostel) are obliged to interpret 
classical Czech literature (or: to use the owner’s washing machine) in the way 
specified above!” Obviously, any type of discourse and any kind of activity 
in general can occasionally appear within the domain of various sorts of 
norms – but that in itself does not show that it is intrinsically normative.

 neither to actually perform them, but simply to write sen-
tences whose literary functions require that they are interpreted in certain 
way (namely, in case of narrative fiction, that they are read, in the as if mode, 
as records of the narrator’s assertions, promises etc.). And it is part of the au-
thor’s being aware of what she is doing that she intends her sentences to func-
tion in this way. 

15

 But no matter how much we may differ concerning the nature of the au-
thor’s creative acts and their results, the main challenge to be found in 
Manuel’s rich and subtle paper concerns the functions of proper names in the 

 

                                                           
14  For an opposite view, see e.g. Searle (1979); Kripke (2013). 
15  This corresponds to one of the arguments to be found in Kathrin Glüer’s and Åsa 
Wikforss’ polemics with normativists in the theory of meaning – cf. my comments on 
their paper in the first part of this series of replies. 
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texts of narrative fiction and should be taken very seriously by all non-
descriptivists in this field: “Even if Joyce’s act is not an assertion but rather 
an invitation to his reader’s imagination, the purported imaginings should 
nonetheless have contents; and non-descriptivists must tell us what, on their 
view, the contribution of names such as “Mr. Leopold Bloom” to such con-
tents is” (p. 153). And on another place: “While the mode of thinking through 
which we think of Venus when we assert ‘Hesperus is smaller than Mars’ is 
intuitively and theoretically irrelevant to what we assert, in that many other 
modes of thinking about it may do as well, the corresponding modes of think-
ing ‘about’ Marlow and Holmes provided by the relevant fictions are essential 
to their contents: no proper appreciation can ignore them; no proper apprecia-
tion can do without building the corresponding files, starting with ‘the object 
picked out by the relevant ‘Marlow’ naming practice’, and stacking into it all 
the information about the character derived from the fiction” (p. 157). 
 Let me start with the suggestion (following from the preceding quotation) 
that the utterance of “Marlow is a clever detective” in Chandler’s text has  
a descriptive propositional content which can be specified as “The object 
picked out by the relevant ‘Marlow’ naming practice is a clever detective”. 
Or, as it is put elsewhere (p. 154): “The object called ‘Marlow’ is a clever de-
tective”. I take these two versions as equivalent and fully compatible with the 
view I will present bellow, even if my own presentation of the descriptive 
contribution of proper names to propositions (expressed by sentences con-
taining the names) will be a bit different. But I do not share Manuel’s conclu-
sion concerning rigidity: “On this view, the semantics of textual uses is de-
scriptive and hence singular terms both empty and non empty in them are not 
rigid” (p. 154; cf. also p. 157).  
 Everything depends on the function we assign to descriptions like “the 
object called ‘Marlow’” – and the same concerns all the Marlow-descriptions 
we collect when reading Chandler’s text. Let me recall (again – cf. my reply 
to Marián Zouhar) Kripke’s famous example of a case in which the referent 
of a proper name is fixed by description: the story of Jack the Ripper (cf. 
Kripke 1980). As everybody knows, this name has been given to the person 
who committed certain brutal murders in Soho and has never been unveiled, 
so that “the person who committed those and those murders” is the only 
available way of identifying the bearer of the name. But as Kripke insists, 
this does not mean that the name just abbreviates this description: it is not so 
that with respect to any possible world w, the name refers to the person satis-
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fying that description in w. Instead, the name refers, with respect to any pos-
sible world, to the person who satisfies that description in the actual world: 
hence even if the referent is fixed descriptively, the name is a rigid designa-
tor. 
 Now, to get closer to our original (Marlow) example, let us imagine that 
the identifying knowledge we can connect with the name is even poorer (and 
less spectacular) than in Jack’s case. I witness a conversation in which the 
name “Jan Novák” is repeatedly uttered. It is quite natural to interpret the 
situation so that both speakers use the name “Jan Novák” for one of the hun-
dreds of persons that have been baptized with that name and are continu-
ously referred to by means of utterances of that name. This can be put so 
that I think about Jan Novák as the person uniquely satisfying the descrip-
tion: “the man who has been assigned the name ‘Jan Novák’ at the begin-
ning of the chain to which these utterances belong (or: the chain activated 
in this conversation)”. In this way I have descriptively fixed the referent of 
that name (as used in given conversation) with respect to all possible worlds, 
including those in which that person is not called ‘Jan Novák’.16

 I believe it is the same with the name “Marlow” as used in Chandler’s text 
and with the description “the person called ‘Marlow’”, or its equivalents. You 
may object that the mechanism described above cannot work in case of fic-
tion, since here (unlike in Jan Novák’s case) there is no way of identifying the 
world to which we should primarily apply the relevant description in order to 
pick out the referent of the name (as the person uniquely satisfying the de-
scription there) and to fix it with respect to all other possible worlds. Since 
there is no criterion which could select precisely one among all those possible 
worlds in which everything what is said in Chandler’s text is true: all of them 

 To that per-
son I then assign various descriptions which I collect while following the 
conversation. 

                                                           
16  I fully agree with Manuel’s insistence (on p. 159) that descriptive identification 
provides a good basis for thinking or speaking about an individual – not only in cases 
in which descriptions are used “refentially” in Donnellan’s sense. The fact that it 
makes sense to say “the richest man in the world, whoever he is”, is irrelevant in this 
respect, since you can equally well say “Jan Novák, whoever he is” or “this gentle-
man, whoever he is”. The “whoever he is” clause just indicates that the mode of iden-
tification you have used is the only one available to you, not that it is insufficient for 
picking out the individual you want to speak about.  
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have the same right to be called “story-worlds” of Chandler’s novel.17

 Let me turn from Marlow to Emma Bovary, to refresh our imagination  
a bit, and consider what I am supposed to do when reading Flaubert’s text. If 
it is to fulfill its narrative functions for me I have to approach its sentences 
(in the as if mode) as records of utterances of a real person (the narrator) who 
tells us what happened in the actual world. And it belongs to the role of the 
reader that I evaluate these utterances (in the as if mode) as true in the actual 
world – until the narrator proves to be (in some respect) unreliable.

 But it 
should be clear that we are in the same situation even in case of any “serious” 
(i.e. non-fictional) text like police report, newspaper reportage, theoretical ar-
ticle etc.: no such text in itself provides us with a criterion for selecting one 
among all those worlds in which all of its sentences are true. But obviously, 
no such problem arises in reality since the communicative function of these 
texts require that we automatically relate the assertions made in them and the 
referential function of the singular terms used in them to the actual world.  
I believe that we do (and are supposed to do) the same with the texts of narra-
tive fiction. 

18

                                                           
17  If we stop at this point we will have to admit with Currie (2003) that “Marlow”, as 
it appears in Chandler’s text, is not a name of an individual but rather a name of an 
“individual role”, interpreted as a function from possible worlds to individuals.  
18  If the narrator is construed as unreliable in that radical sense that she (consciously 
or unconsciously) misrepresents what happens, this requires from the readers to 
evaluate her utterances (in the as if mode) as false and to reconstruct what “actually” 
happened in contrast to what the narrator presents as having happened. As this and the 
preceding point show, I do not share Manuel’s view that the utterances of sentences 
within literary texts are “not intuitively truth-evaluable” (p. 147). 

 Within 
this approach to Flaubert’s sentences, I interpret (in the as if mode) the occur-
rences of the name “Emma Bovary” in them so that the narrator, in his utter-
ing that name, links himself to the chain of uses of that name in the actual 
world. Hence I can identify (in the as if mode) the person the narrator speaks 
about as the individual uniquely satisfying (in the actual world) the following 
description: “the person who has been given the name ‘Emma Bovary’ in the 
act of baptism at the beginning of the chain to which the narrator’s utterances 
belong”. This description, including reference to the name “Emma Bovary” 
and to the narrator’s utterances in which it occurs, can be labelled as “para-
sitic” or “derivative” or “nominal” or “metalinguistic” or “formal” in the 
sense that it is based on the general mechanism of the referential functioning 



116  P E T R  K O Ť Á T K O  

of names rather than on factual information regarding the bearer of the 
name.19 As the reader I presume (in the as if mode) that this formal descrip-
tion is satisfied by precisely one person in the actual world;20

 Surely, it would be bizzare to interpret this so that my Emma-thoughts are 
in fact thoughts about all those individuals which satisfy those descriptions in 
various possible worlds.

 and it is the 
person identified in this way to whom I assign all the “non-parasitic” descrip-
tions which I collect while reading Flaubert’s text. They, indeed, enter into 
my picture of Emma and thereby into the way I think about her: hence I fully 
agree with Manuel’s insisting on their relevance (e.g. on pp. 157, 164). 

21 Instead, I am thinking (in the as if mode) about 
Emma as that individual which satisfies them in the actual world. And noth-
ing should prevent me from thinking about this very individual (picked out in 
the way just mentioned) also with respect to other possible worlds, for in-
stance to speculate about what would have happened with Emma if she did 
not meet Rudolph.22 This shows that despite the crucial importance we have 
assigned to descriptions (both of the parasitic and non-parasitic kind), 
“Emma” behaves like a rigid designator. And it should be so, if we are sup-
posed to approach (in the as if mode) the sentences contained in the literary 
text as records of utterances of the narrator inhabiting the actual world.23

                                                           
19  This description can be quite naturally reduced to the form “the person called 
‘Emma Bovary’”, if we do not find it necessary to account for the fact that “Emma 
Bovary” may have more than one bearer.  
20  To borrow Manuel’s term (p. 161), this presumption can be called “reference fix-
ing presupposition”, with the addition that its acceptance by the reader is a matter of 
pretence (ibid.) or, as I prefer to put it, that it is made in the as if mode.  
21  Or, equivalently, about the Emma-role interpreted as a function from worlds to 
individuals (cf. Currie 2003). 
22  The alternative would be to think about Emma, when reading Flaubert’s text, as 
about an entity which has its properties like being in love with Rudolph, being called 
“Emma”, etc. necessarily – that means not to think of her as a human being like us. 
But then it is difficult to imagine how Emma’s story could make a good sense to us, 
invoke empathy in us etc. 
23  Of course, this counts only for those who (like myself) believe that proper names, 
as they are used in everyday communication, are rigid designators.  

 
Since then we should assume that he (as well as all the characters) breathes 
like us, digests like us and also uses proper names in the way we do.  



 F I C T I O N A L  D I S C O U R S E  117 

 Within the account I am advocating here, all this is not to be interpreted 
as a matter of an import from the actual world to the fictional world created 
by the writer; or, in Marie-Laure Ryan’s terms (cf. e.g. Ryan 1991; 2010), 
from the “actual actual world” to the fictional world to which we move in our 
imagination, pretending to accept it as actual (within the operation called “re-
centering”). According to this account, no such moves are needed: the text di-
rects us to the actual world, and in this world everything remains as it is, ex-
cept the changes required by the text. This, among other things, enables us to 
interpret the narrator quite straightforwardly as using English, Spanish etc. 
(rather than some fictional correlates of them), without having to transport (in 
our imagination) our linguistic practices or their results to some other world. 
Similarly, this enables us (and requires from us) to approach the names bor-
rowed from the ordinary discourse as keeping their referents even when used 
in fiction.24

 I believe that all this belongs to the way in which the text of narrative fic-
tion is anchored in the actual world and relates our thought, imagination and 
sensitivity to this world. But I do not claim that the approach I am advocating 

 
 If sentences of a literary text contain a name like “Robespierre”, as it is 
e.g. in Hugo’s novel Ninety Three, we are supposed to deal with it in the same 
way as with the name “Emma Bovary”. We presume that the narrator is 
speaking about a person who satisfies the formal (parasitical) description: 
“the person who has been given the name ‘Maximilien de Robespierre’ at the 
beginning of the chain to which the narrator’s utterances belong”. In addition 
to this, we assume (in the as if mode) that the chain to which the narrator has 
linked himself when uttering the name “Robespierre” is the same chain 
which the editors of Hugo’s novel joined in their historical notes and the 
same chain which my history teacher joined when uttering the name 
“Robespierre” in his exposition of the French revolution, and the same chain 
that I joined when being examined at school. This assumption enables me to 
attach, when reading Hugo’s text, to the name “Robespierre” not only the de-
scriptions that I find in the text itself, but also the descriptions that I find in 
the editorial historical notes, as well as those which I manage to put together 
from my schooldays – in all cases on the condition that they are compatible 
with the descriptions provided by the literary text.  

                                                           
24  So, my present claim about the fictional use of names like “Napoleon” or “Paris” 
is not based on the idea of “importation”, as it is presented by Manuel (cf. p. 162). 



118  P E T R  K O Ť Á T K O  

here represents the only possible way of accounting for the fact that our his-
torical knowledge about Robespierre, including those parts of it which are not 
mentioned in the text of the novel, can be exploited in our interpretation in  
a productive way. When discussing this point, Manuel points to the differ-
ence between things which belong to the content of fiction and things we 
have just to assume or imagine in order to make sense of the fiction:25

Zsofia Zvolenszky

 let me 
put it (for short) so that the things of the latter kind belong to the interpreta-
tive “scaffolding” surrounding the fiction. I find this distinction productive: 
needless to add, the question always arises where to draw the dividing line in 
particular respects. For instance, I would say that the construct of the implied 
author, if it has any relevant application at all, belongs to the scaffolding. On 
the contrary, I would say that the referential function of the name “Napo-
leon”, as I have described it, belongs directly to the way in which the narrator 
of War and Peace is supposed to tell us the story. This, if I am right, intro-
duces the actual emperor into the content of the story (for Manuel’s opposite 
suggestion see p. 161). But I am rather uncertain about the rest: as to our 
knowledge about the historical Napoleon, I would hesitate where to draw the 
line. Shall we say that everything that is not explicitly said or implicated by 
the narrator but is needed to make sense of what he says or what the charac-
ters say and do, or what is needed to work out the implicatures, etc., belongs 
to the content of the literary work – or does it belong to the scaffolding? And 
a considerable part of our historical knowledge certainly need not but may be 
exploited in our reading the text and appreciating the story we are told: that 
would perhaps require introduction of some third category. 

26

 Zsofia is right that what I have said about the role of fictional names re-
mained on the level of their use within the texts of narrative fiction. Let me 
briefly resume my view on this and then to proceed to its implications con-

 

                                                           
25  “There are imaginative acts required to understand the text that are merely ancil-
lary to the determination of the contents that the text invites proper appreciators to 
imagine” (p. 161). 
26  Reply to Zvolenszky (2015). All the page references which appear without the au-
thor’s name refer to this paper. 
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cerning other kinds of use, discussed by Zsofia. The question is whether on 
some of these levels it comes out that I can, or even should, combine my ap-
proach with (some sort of) artifactualism, as Zsofia suggests (p. 176).  

Textual use 

 (1)  Andrei Bolkonski entered the room. 

 The question is what the reader is supposed to do with this sentence in or-
der to allow Tolstoy’s text to fulfill its literary functions for her. The reply  
I have suggested in my reaction to Manuel García-Carpintero’s paper (and in 
some earlier texts) goes as follows: The reader is supposed to interpret, in the 
as if mode, the occurrence of this sentence in the text as a record of an utter-
ance made by a real person (the narrator) who tells us what happened in the 
actual world. This requires from us to assume (in the as if mode) that the nar-
rator uses the word “Andrei Bolkonski” in the same way in which we use 
proper names in ordinary communication, which means that he joins certain 
chain of uses of the name “Andrei Bolkonski”, at the beginning of which that 
name has been assigned to particular person.27

 Notice that once we accept this approach, there is no space left for the 
problem of the identification of the person the narrator is speaking about 
(Zsofia is addressing this problem on p. 175). We are supposed to simply as-
sume (in the as if mode) that it is the person satisfying (in the actual world) 
the description “the person who has been assigned the name ‘Andrei Bolkon-
ski’ at the beginning of the chain to which the narrator’s utterances belong”. 
If somebody wonders how could Tolstoy succeed to identify precisely one 
person as Andrei Bolkonski, if there are, in various possible worlds, count-
less persons satisfying all the Bolkonski-descriptions to be found in Tol-
stoy’s text, the reply should be very simple. The author succeeded to do so 
simply by producing a text the literary functions of which require us to make 

 About that man the narrator 
claims (as we assume in the as if mode) that he entered the room – and on 
other places he makes other statements, including counterfactual ones, about 
that very man. 

                                                           
27  Obviously, this assumption does not exclude the possibility that there may be 
other chains at the beginning of which another person has been baptised with a pho-
nologically identical name. 
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the move (to adopt the assumption related to the actual world) described 
above.  

Paratextual use 

 (2)  Bolkonski is a prince.  

This can be quite naturally paraphrased in one of the familiar ways using 
some fiction-operator, e.g. 

 (2i) In Tolstoy’s novel, Bolkonski is a prince. 

But the real point at issue is how to interpret this paraphrase. I suggest to un-
pack it in the following way:  

 (2ii) The literary functions of Tolstoy’s novel require us to assume (in 
the as if mode) that there exists a person referred to by the narrator 
as “Bolkonski” and that that person is a prince.  

That certainly does not commit us to the existence of an entity called “Bolk-
onski”, whatever its ontological status is supposed to be. Of course, one can 
say: Bolkonski is one of the persons we have to assume (in the as if mode) as 
existing, in order to make sense of Tolstoy’s novel, but this does not commit 
us to any hypostasis – it amounts to saying that the literary functions of Tol-
stoy’s text impose such and such demands on us.  

Intertextual use 

 (3)  Bolkonski is a less passionate man than Fabrizio. 

Utterances of this kind can be, quite naturally, classified as a special case of 
paratextual uses of fictional names. I suggest to unpack our present case in 
the following way:  

 (3i) The man we are required (as readers of War and Peace), to assume 
as the bearer of the name “Andrei Bolkonski” exhibits less passion 
than the man we are required (as readers of La chartreuse de 
Parm) to assume as the bearer of the name “Fabrizio del Dongo”. 
(“Exhibits” is here a shortcut for “exhibits in his behaviour de-
scribed in the relevant novel”.)  
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Nonexistence claims 

 (4)  Bolkonski does not exist. 

Here I opt for the following metalinguistic paraphrase: 

 (4i) The word “Bolkonski”, as it appears in Tolstoy’s novel, does not 
have any referent in the actual world (i.e. it is not a proper name of 
any real person). 

 This paraphrase is, due to the clause in italics, perfectly compatible with 
the possibility (a) that there is (in the actual world) a person called “Bolkon-
ski”, (b) that there is a person satisfying all the Bolkonski-descriptions we 
find in Tolstoy’s text and (c) that there exists another text of narrative fiction 
in which the name “Bolkonski” is (equally like “Napoleon” in Tolstoy’s 
novel) used to refer to a real person. I believe that no sound interpretation of 
(4) should exclude such possibilities.28

 (5i) The word “Bolkonski”, as it appears in Tolstoy’s novel, does not 
have any referent in the actual world but the literary functions of 
the novel require that we assume (in the as if mode) the opposite.

  

Metatextual use 

 (5)  Bolkonski is a fictional entity. 

The interpretation I am suggesting combines elements of the paraphrases of 
(1) and (4): 

29

                                                           
28  One may object that (4) does not include any explicit reference to Tolstoy’s novel. 
Generally speaking, we have two options. Either we approach (4) as used to straight-
forwardly claim that there exists no person called “Bolkonski” (and claims of such  
a kind have no relation to our present considerations). Or we understand (4) as implic-
itly related to the use of the word “Bolkonski” in certain context (in particular conver-
sation, newspaper article, police report, novel etc.). Obviously, in our discussion the 
latter case is relevant and the context of the use is fixed in advance by our interest in 
the status of Tolstoy’s characters. 

 

29  This is, of course, an interpretation in theoretical terms and is not supposed to 
show how the typical users of sentences like (3) would explain what they meant. Per-
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As the suggested interpretation of (5) shows, I do not share Zsofia’s view that 
“metatextual uses” (of words like “Bolkonski”) “require us to include fic-
tional characters as abstract artifacts in our ontology” (p. 173) and the same 
concerns all other kinds of use we have considered. So, I believe that we can 
make sense of all kinds of discourse considered so far without committing 
ourselves to any ontology including literary characters as abstract artifacts. 
What we assume is just the existence of texts the literary functions of which 
require from the interpreters certain moves – assuming or accepting or imag-
ining certain things, including the existence of certain human beings (obvi-
ously, not abstract artifacts, but creatures of flesh and bone). 
 As far as the writer’s achievement is concerned, it consists simply in cre-
ating a text with these functions. If they require that the readers imagine or 
assume (in the as if mode) a human being X with certain name, outlook, tem-
perament, personal history etc., we can indeed say that the author has created 
this being – but this should be understood as a paraphrase of: the author cre-
ated a text with such and such literary functions (raising such and such de-
mands on the readers).  
 Let me stress that there is no animosity to abstract entities behind these 
suggestions. I do not have any problem with classifying the literary text (in 
opposition to its instances) as an abstract entity and the same concerns the lit-
erary work, understood as a structured complex of the text’s literary func-
tions. I just fail to see how the presumption of literary characters as abstract 
entities can help us to understand the way in which texts of narrative fiction 
work or to properly interpret the kinds of uses of fictional names we have 
been discussing above or to avoid problems we would otherwise inevitably 
fall into.  
 It should be clear that if understood in the way suggested above, neither 
of the statements (1) – (5) are made in the as if (or pretense) mode. Correla-
tively, if we make them sincerely, we believe (rather than make-believe) that 
they are true. Another thing is that these statements (except (1)) include some 
kind of reference to the literary functions of the text and these functions, as  
I understand them, require from the readers certain moves in the as if mode. 
So, I agree with Zsofia (p. 173) that there is no pretense inevitably involved 

                                                           
haps they would say something like: “‘Bolkonski’ is not a name of a real person but 
we are supposed to pretend that it is.” 
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in uttering (5),30

                                                           
30  I say “inevitably involved” to account for the platitude that each sentence can 
serve to make pretended claims, for instance on the theatre stage or as part of some 
conversational play.  

 and unlike her I also believe that the same concerns (2). As 
construed above (in 2ii), an utterance of (2) is a full blooded claim about the 
literary functions of Tolstoy’s novel, which does not involve any pretense of 
a commitment to the existence of Andrei Bolkonski. So, although I ascribe to 
pretense (or to the as if attitudes) an essential role in interpreting fiction and  
I do so within an approach which does not assume literary characters as ab-
stract entities, I do not seem to be a “pure pretense theorist” of the kind criti-
cised by Zsofia (with reference to Thomasson’s arguments, p. 173; cf. 
Thomasson 2003). 
 I can only admire the delicate discussions Zsofia went into concerning the 
phenomenon of inadvertent creation of abstract artifacts, I agree that the ab-
stract artifactualists concerning fiction should admit that this phenomenon is 
quite widespread and I believe that they should not be worried about this. So, 
I do not feel temptation to misuse the fact that Zsofia’s subtle observations 
and arguments concerning this issue can be, as she notices, “easily turned up-
side down and construed as a new set of reasons for resisting artifactualism 
about fictional characters” (p. 183). Neither do I feel motivated to look for 
any other arguments against interpreting fictional characters as abstract arti-
facts. I am just unable to offer to them an appropriately decent and comfort-
able place within the approach I am proposing.  
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 In his “How Choice Blindness Vindicates Wholeheartedness” (2015) As-
ger Kirkeby-Hinrup, despite previous qualms (see Kirkeby-Hinrup 2014), ar-
gues that the account of free will proposed by Harry Frankfurt (1971; 1988) 
via its reliance on the notion of wholeheartedness is vindicated by recent em-
pirical data from choice blindness experiments (cf. e.g. Hall – Johansson – 
Strandberg 2012; Hall – Johansson – Tärning – Sikström – Deutgen 2010; 
Hall et al. 2013; Johansson – Hall – Sikström – Olsson 2005; Johansson – 
Hall – Sikström – Tärning – Lind 2006).  
 In choice blindness experiments a test-subject is presented with a choice 
and asked to justify her preference for the choice made over the alternatives, 
but in the experimental manipulations the test-subject is presented with an al-
ternative she did in fact not choose as if she had in fact chosen it. The 
choice blindness effect is that test-subjects rarely detect the manipulation 
but rather confabulate reasons preferring the option they did not in fact 
choose. The choice blindness effect has been demonstrated in different sen-
sory modalities and across a myriad of social domains thus making the 
phenomenon seem rather pervasive. Such experiments, it has been argued, 
present a problem for free will since if we are, given choice blindness, 
blind to the outcome of our decisions and provide post hoc reasons for 
choices this might very well generalize to every decision we make so that 
conscious deliberation and reason responsiveness prior to a choice might 
have no impact upon the choices we end up making. Thus, choice blindness 
prima facie provides support for accounts favouring substantive revision, or 
complete abandonment, of the notion of free will while telling against ac-
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counts that rely (heavily) on explicit cognitive processes such as deliberation 
and introspection. 
 Kirkeby-Hinrup’s response is interesting in that it, unlike other attempts, 
does not rely on alternative interpretations of the data in question. Instead 
Kirkeby-Hinrup argues that Frankfurt’s account of free will can sidestep ob-
jections based on choice blindness since it takes (potentially unconscious, fal-
lible, not fully determined) wholehearted identification – understood as de-
sires endorsed by higher-order desires followed by a higher order volition the 
effect of which is that the individual wishes her particular desire (the target of 
the higher-order desire) to be her effective desire (potentially by an automatic 
process) – as sufficient for the exercise of free will (Kirkeby-Hinrup 2015, 
204-205). In addition, Kirkeby-Hinrup argues, the notion of wholehearted-
ness, while difficult to operationalize empirically, provide a useful meta-
theoretical concept for delineating the limits of choice blindness that both he 
and the choice blindness experimenters agree is intuitively there (see, e.g., 
Kirkeby-Hinrup 2015, 205; Hall et al. 2010).  
 While sympathetic to Kirkeby-Hinrup’s general mode of argument I do 
believe that two comments are in order. Firstly, the line of argument pursued 
by Kirkeby-Hinrup generalises and is available to any account of free will or 
authenticity (i.e. the person’s deepest and most genuine commitments and de-
sires) as opposed to authority (i.e. psychological elements that represent the 
person as the author of his own life, of choices about what to do (see Lippert-
Rasmussen 2003, 368)) that incorporates a mechanism for delineating au-
thentic desires or volitions and that does not demand excessive reliance on 
conscious deliberative processes at the time of choice (but may well require 
or allow these to be active in the formation of said authentic states). 
 Secondly, it would appear that non-hierarchical – i.e. accounts that do not 
treat higher-order motivational states as embodying one’s real self (see Ar-
paly – Schroeder 1999) – coherentistic accounts fare even better than hierar-
chical accounts of the kind proposed by Frankfurt. Non-hierarchical accounts 
completely sidestep the threat of regress pertaining to higher-order desires 
that often figure as an objection against accounts like Frankfurt’s (see, e.g., 
Watson 1975, 217-218; Wadell Ekstrom 2005, 49; Lippert-Rasmussen 2003, 
354). A coherentistic account, such as the one proposed by Laura Waddell 
Ekstrom (2005), that takes authenticity to be a matter of how well a given de-
sire coheres with one’s character (understood as e.g. a central nexus of be-
liefs, desires, volitions or preferences) can provide a mode of explanation as 
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to why post hoc justification occurs in cases of manipulation. Given that the 
strive for authenticity is understood in terms of coherence, attempts at bring-
ing choices one has just made – or believe oneself to have made – into coher-
ence with the rest of one’s desires and preferences trough post hoc rationali-
sation is exactly what we would expect under the circumstances given such 
an account. This constitutes an explanatory route not obviously open to 
Frankfurt, or by extension Kirkeby-Hinrup. 
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Jaroslav Peregrin: Inferentialism: Why Rules Matter 
Palgrave Macmillan 2014, 272 pages 

 Peregrin begins his Inferentialism by making clear that its topic will be first 
and foremost the enigma of meaning, i.e. probably the most central one of ana-
lytical philosophy. With possibly different emphases, he is going to approach it 
from the point of view of Brandomian inferentialism. The author offers a look at 
inferentialism which is fresh and strikes particularly by its clarity. Peregrin prof-
its from the debates about inferentialism which have taken place during the last 
years, especially as he chooses some of the most common and natural objections 
to it and attempts to show, by and large with success, that they are not fatal for 
the doctrine. 
 The book is divided into eleven chapters, each terminated by a short summary 
of the main points. The chapters are divided into two main groups. In the first one 
some more general philosophical issues related to inferentialism are discussed, 
the second one is dedicated to philosophy of logic. 

1. General tenets of Peregrin’s inferentialism 

 In the first chapter Peregrin points to the fact that other doctrines regarding 
meaning which come to mind more naturally, most prominently various forms of 
representationalism, face serious difficulties. We get a brief rehearsal of the prob-
lems. Typically, some important vocabularies, such as the logical one, are hard to 
accommodate into representationalism, as it is not clear what their referents are 
supposed to be. Even in the case of empirical vocabularies, the issue linked to the 
Quinean inscrutability of inference arise. Yet the main focus of this book is not so 
much to criticize the rival views. Peregrin points at the problems with other ap-
proaches mainly to convince us that it is legitimate to give a try to inferentialism, 
counterintuitive as it might be. The comparison with different approaches to the 
problem of meaning appears mostly implicitly, when some misconceptions re-
garding inferentialism are clarified. The doctrine thus presented then speaks 
rather for itself. 
 Inferentialism in general is based on the contention that meaning of a given 
sentence is given by its inferential relationships with the other sentences. The 
meanings of words consist in their contribution to the meanings of the sentences 
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they can occur in. A simple example would be the conjunction sign, the meaning 
of which is given by the obvious introduction and elimination rules. The inferen-
tialism advocated here is fundamentally normative, as opposed to descriptive va-
rieties. It is the inferential rules, that is what is correct and what is incorrect to in-
fer from a given (set of) statement(s) which determines meaning, not the actual 
inferential moves we make. Thus an objection that inferentialism is mistaken, as 
we have to understand the meanings of linguistic units (that is primarily sen-
tences) before we can make inferential moves between them, “loses its bite” 
when aimed at normative inferentialism. There still might be a story about the re-
lation between the actual moves and their normative statuses to be told, yet Pere-
grin in fact adresses that later in the book, discussing the necessity of implicit 
rules. 
 To contrast inferentialism with the more intuitive representationalist accounts 
of meaning, an interesting example from law due to Alf Ross (see Ross 1957) is 
adduced, which exemplifies the typical anti-inferentialist convictions. This author 
shows that some words from his discipline, such as “ownership” are in a way no 
real words, as they do not refer to anything, but merely express the link between 
the conditions of their application and the consequences thereof (e.g. between 
buying something and having the right to bestow it on one’s children). 
 There is simply nothing more to this word. Yet according to inferentialism the 
situation is the same with all words. How can such an account get off the ground 
in case of empirical vocabulary? We have to specify some important features of 
the inferentialism presented here. 

2. Pragmatism, holism and the empirical vocabulary 

 First of all, the inferences countenanced cannot be only the ones sanctioned 
by (some) logic. They have to include also the rules which are called, in the Sel-
larsian tradition, material (and these are then not seen as enthymemes). And fur-
thermore there is no principled distinction of analytical and synthetic inferences. 
Sometimes quite empirically looking inferences have to be accepted as, in fact, 
indispensable for meaning of certain words. The conceptual framework and the 
contents we fill it with cannot be clearly demarcated. As every statement can be 
made immune to revision, so every statement can be sacrificed. 
 And even the most general features of our conceptual schemes are not com-
pletely free from the influence of empirical world, though such influences can be 
described only indirectly. 
 To accommodate the empirical vocabulary, though, we have to countenance 
also the rules which somehow connect the language with the non-linguistic real-
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ity. The worry is that the two realms are just too heterogeneous to make some-
thing like that possible. The realm of causality and the realm of reasons are radi-
cally different. Yet this dilemma, which is shown with particular vivacity by 
McDowell (in his famous 1994), can be relieved by abandoning the supposition 
that the difference between the linguistic and the non-linguistic is a difference be-
tween what is inside and outside. Language is essentially public and moreover it 
is a system of embodied rules. This feature makes it more analogous to, e.g., 
football than to chess. It is not only the proper inferential transitions we make be-
tween sentences in a language but also the Sellarsian language-entry and lan-
guage-exit transitions which are constitutive of meanings. As such the system of 
inferential rules is not blind to the causal realm. 
 Thus also the worry about spinning in the void is relinquished. The notion of 
the inferential rules connecting language with the world might not be for every-
one’s taste. Perhaps more discussion is needed regarding this specific point. Yet 
Peregrin shows that the notion of such rules is not particularly mysterious. Not 
much more than football, that is. 

3. Wittgensteinian motifs 

 Saying that meaning is normative is not incompatible with our specifically 
human freedom. Rules of language are rather restrictive, not descriptive, they are 
something we can “bounce of” to do something we could not do without them, 
i.e. perform various speech acts. Furthermore, saying that such and such an ex-
pression has such and such a meaning is a specific speech act. Not only is it re-
porting some fact about the linguistic habits of the given community but it is also 
endorsing them. We can contribute to making the claims about meaning true by 
the very saying them. 
 Peregrin develops the Wittgensteinian turn to pragmatics in the philosophy of 
language. On the example of Lorenzen’s game-theoretic accounts of semantics of 
logical constants (cf. Lorenzen – Lorenz 1978) he exhibits the general idea of 
meanings being instituted by sets of rules regulating a dialog. The rules regulat-
ing the use of non-logical vocabulary in our language games are overall more 
complex, though. 
 Unlike those of chess the rules of language cannot all be formulated fully ex-
plicitly, since this would already have to presuppose language. Before being able 
to say that thus and so is a correct or incorrect usage of given expression, we have 
to be able to treat some usages as correct or incorrect implicitly. Here I think we 
get more nuanced view on the distinction between the normative and descriptive 
inferentialism Peregrin describes at the outset of his book. Saying that it is the 
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rules of inferring rather than our actual acts of inferring which constitute meaning 
might sound as making the actual acts irrelevant. But they cannot be, as they con-
tribute to the institution of the rules. 

4. Relationship with natural sciences and evolution theory 

 Peregrin wants to make inferentialism plausible not only by confronting it 
with specifically philosophical discourse (and later with logic) but also with natu-
ral sciences and showing its relationship with them. It is true that we can describe 
a given community and its behaviour including normative stances towards infer-
ences. Yet we also have to regard ourselves some inferences as valid or other-
wise. Thus meaning cannot be captured exhaustively by natural sciences (even 
despite their possible great future achievements). Yet they are not banned from 
contributing to the study of it, either. 
 Peregrin discusses the possible ways language and rule-governed behaviour 
could have emerged in the course of evolution. He relates this to the question 
about the origins of cooperative behaviour (and altruism) in general. His solution 
is basically to turn to a more holistic perspective. Following, e.g., moral rules 
might seem a bad survival strategy from a perspective of individual situation, yet 
from a perspective of series of similar situations the picture changes because be-
ing a member of the community of rule-followers opens new ways of coping with 
hardships of life. The same holds in particular for the rules of language. And even 
if they might seem arbitrary seen individually, taken as a whole system they open 
new dimensions to us which it is already not arbitrary to enter. Peregrin is thus 
not a naturalist though he shows that inferentialism does not postulate anything 
supernatural. 

5. Inferentialism and logic 

 Logic is for inferentialists most naturally presented in the proof-theoretical 
framework of the calculi of natural deduction or the sequent calculi. Though in-
ferentialism seems to be a foe of model-theory, Peregrin does not shun set-
theoretical constructions as explications of the inferential rules. The question for 
him is not whether model-theory or set-theory should be used in formal explica-
tion of our language, but rather how to interpret them. His interpretation is clearly 
not the one which would offer itself prima-facie. As an inferentialist he does not 
want to accept the relation of reference as explanatorily primary to the relation of 
inference. The notion of truth is not primary for him, as well. He understands it as 
something constituted by the notion of correct inference. The model-theoretical 
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constructions are thus ways, though rather indirect ones, of examining the infer-
ential roles of expressions. 
 This is rather unproblematic when we have completeness theorems showing 
that the proof-theory and model-theory are basically doing the same thing. 
 Yet there are obvious problems with this. Take Gödel’s incompleteness theo-
rem which appears to show that we necessarily need model-theoretical devices 
which transcend the possibilities of the proof-theoretical ones. It would be too 
long a detour to go into details here (yet it has to be done elsewhere!) but Pere-
grin offers a very inspiring and illuminating account of logic, according to which 
the intuitionistic propositional logic can be seen as the very core logic because it 
most naturally arises from the inferentialist demands on logic to express the ma-
terial inferential relations. The stronger logics, ultimately even the second-order 
logic or modal logics, are shown as a ways of relaxing demands put on the notion 
of inferential rules. The idea of different logics being truly logical in degrees with 
some logics as the core ones is in general a very appealing one. It depends how 
seriously one takes the attempt to demarcate what still is and what is not a logic 
anymore. But at least a very nice and neat overview and even systematization of 
some of the most important achievements of logic is reached. 
 Peregrin thus does a lot of great work in reconciling inferentialism with 
model theory and set theory, yet his account encourages further development.  
 And not just an inferentialist philosophy of logic but also one of mathemat-
ics is needed. Furthermore, some logics are left untouched regarding their 
status for inferentialism, e.g. the paraconsistent logics. But is this really an ob-
jection? 
 Obviously the book would have to be blown up considerably to deal with all 
these issues. Peregrin shows that inferentialism is suitable philosophical back-
ground for logic and for more concrete issues of philosophy of logic. 

6. What is logic good for? 

 In the last two chapters Peregrin addresses two related questions. How can the 
logical rules be justified? And what is the overall purpose of logic? 
 Peregrin frames the topic of justifying logical rules into the mould of the di-
lemma of triviality and contingency. He chooses the first horn, saying that the 
logical rules are in fact trivial. At least, in the sense that they are not to be really 
discovered. Modus ponens, for example, simply belongs to the very concept of 
the conditional. Thus it actually does not make sense to doubt whether it is valid. 
This seems to be a rather obvious consequence of inferentialism about meaning. 
Without rules of the kind of modus ponens, we can hardly even identify an ex-
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pression as a conditional. The issue of substantiating the rules thus cannot arise in 
the first place. 
 This is basically a Quinean move (cf. Quine 1986) and surely has got a lot to 
recommend it. Yet Quine uses a much more controversial example, which, 
though he himself does not really acknowledge it, also shows that this solution 
might not be fully satisfactory. Alternative logics give alternative answers to the 
questions regarding the validity of certain logical laws. The Quinean answer 
would be that they really speak of different concepts, when, e.g., the classical lo-
gician holds tertium non datur for valid, while the intuitionistic one does not. One 
speaks of the classical, the other of intuitionistic disjunction and negation. Yet 
this attempt at complete overthrowing the debates about logical laws is hardly ac-
ceptable. That the dispute between rivalling logics can be real is something which 
is difficult to doubt. Yet Peregrin probably does not want to tackle the specific is-
sue of rivalry of logics in this chapter. 
 In the last chapter the normativity of logic is clarified. If logic is to be norma-
tive – and this is what Peregrin repeatedly made clear to be a part and parcel of 
his view – then it seems obvious that it has to guide our reasoning or argumenta-
tion practices in one way or another. MP thus seems to tell us what to do with the 
conditionals. But after reading the previous chapter it should be clear that this is 
not really Peregrin’s view. At most it could be seen as a very misleading state-
ment of his account. 
 Logical laws such as MP do not basically tell us what to do, e.g. what to say 
with the conditional, they rather tell us what the conditional is. In this sense they 
are rather like the constitutive rules of chess and unlike the tactical rules of the 
same game, which indeed hint us at doing smart steps during the game. They do 
not tell us how to maximize the number of true beliefs, they rather enable some-
thing like the concept of truth to emerge at all. 
 I have already mentioned that truth emerges out of the rules of inference 
which we create. This, at first, sounds like dangerous idealism. Yet we have to 
remind ourselves that not all the inferential rules can be explicit. Perhaps each 
one of them can be made explicit but we can never get rid of the rules which are 
only implicit to our practices. And such rules are followed, as Wittgenstein put it, 
blindly. Therefore they obviously are not consciously stipulated by us. All in all, 
it cannot be said that we simply decide what is and what is not true, as the imme-
diate worry might be. 
 Someone might perhaps still protest that in order to understand the fact that 
thus and such an inferential move is correct, we already have to understand the 
notion of the truth, that is the truth exactly of the statement that the statement 
about the correctness of the move is true. Peregrin does not discuss this possible 
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objection (which can be linked to Frege’s remarks about the irreducibility of the 
notion of truth in Frege 1918) but I think it does not have to be fatal for him. The 
notion of truth has to be understood, but it is enough that it be understood only 
implicitly. And the implicit understanding does not have to involve the treatment 
of the sentence and regarding it as true or otherwise. 
 The deceiving necessity of understanding logic as giving us directives about 
how to reason stems mostly from the need to somehow clarify the purpose of 
logic, i.e. why should it be better to have logic at all. In Peregrin’s understand-
ing, largely influenced by Brandom, logic is in a way both prior and subsequent 
to the rest of the meaningful discourse. That is, it is prior implicitly, as the 
sounds we emit cannot be regarded as truly meaningful without their standing 
in logical relationships, such as entailment or incompatibility. Yet logic as a 
tool of making these relationships explicit can come to the fore only after they 
exist (which of course does not mean that acquiring logic cannot lead us to 
changing the relations afterwards, exactly because we are then capable of judg-
ing them). 
 Asking what is the purpose of logic it thus very close to asking what is it good 
for to live as meaning-mongering creatures at all. 

Pavel Arazim 
pavel.arazim@centrum.cz 
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Theodore Sider: Writing the Book of the World 
Oxford University Press 2011, 318 pages 

 This book brings arguments for metaphysical realism, and its aspiration ap-
pears to be to make them knock-down. Sider tries to convince the reader that we 
can identify the structure of the world; he believes that we can reach the access to 
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its fundamental level if we adopt a modified version of David Lewis’s theory of 
naturalness. Such a high aspiration may easily lead to a deep disappointment. The 
present book, fortunately, is not deeply disappointing, though, unfortunately,  
I would not say it is so persuasive as to live up to its aspirations.  
 The book consists of thirteen chapters, but only in four “core” chapters (1, 2, 
6, and 7) Sider explicates the idea of structure and fundamentality. In the rest of 
the chapters he focuses on possible applications of his ideas and the comparison 
of his theory with those of his rivals. Although someone interested in the particu-
lar topics Sider discusses (quantifier realism, philosophy of time, laws, intrinsic 
properties, modality…) may find them interesting, they do not really reinforce the 
main ideas introduced in core chapters. This imbalance between the space for 
presenting the idea of structure/fundamentality and its applications leads me to 
my first critical point. Only arguments presented in the core chapters back up 
Sider’s views about fundamentality in a “positive” way – by means of explicit ar-
guments. Arguments in the rest of the chapters are mostly meant to support his 
views by showing what we can potentially gain if we adopt his realism about 
structure. This may not be a bad idea by itself. But showing potential gains is not 
enough to convince the reader who does not believe that the kind of realism is 
well founded. 
 Sider calls himself a knee-jerk realist. He believes that we must conform to 
the world and the best way how to do it is by means of physics; especially by 
those parts of physics which try to explain our world on its most fundamental 
level of quarks and properties like mass and charge. At this point, Sider follows 
David Lewis and his theory of naturalness. According to Lewis, we can use the 
criterion of naturalness to decide which of the possible meaning candidates has 
relatively highest degree of naturalness and should be understood as the meaning 
of a predicate. The degree of relative naturalness of a meaning candidate (i.e. prop-
erty) is a matter of the syntactic complexity of its definition in fundamental terms 
(mass and charge) – the lower the syntactic complexity, the higher the degree of 
naturalness. Let’s say we want to find the most natural candidate for the predicate 
‘being lithium’. To achieve this we have to track the chain between what we call 
lithium to its micro-physical properties – mass and charge. The point is that if we 
have a “gruesome” candidate for this role (lithium until the next year and then 
iron), the definition will be longer than the definition of the “intended” meaning 
(because we must state all fundamental properties of lithium and of iron) and 
therefore it should not be understood as the meaning of the predicate ‘being lith-
ium’. But this is also the last point in which Sider follows Lewis. 
 According to Sider, predicates which are closest to fundamental properties 
carve the world at its joints. In other words, the distinctions suggested by the fun-
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damental terms are in accordance with the structure of the world. The existence 
of the structure is supported by the “Quinean argument”. According to this argu-
ment, we should accept that the ontology of our best theory (the theory of physics 
in our case) is in accordance with the structure of the world. But unlike Quine, 
Sider believes that the best theory vindicates also other notions included in our 
ideology (in particular: mathematical and logical notions) and therefore we 
should accept them as a part of the structure of the world too. Terms, in which the 
ideology is stated, are vindicated because they take their part in the success of the 
theory. This also means that – in contrast to Lewis – we should broaden the scope 
of fundamentality beyond predicates to logical and mathematical terms, because 
they are indispensable for the success of our best theory. 
 The acceptance of the whole project of Sider’s realism relies on the willing-
ness of the reader to accept this argument. Therefore it should be subjected to  
a high level of scrutiny. But as far as I can see Sider takes it for granted – his only 
attempt to back it up is by showing potential deficiencies of explanations of re-
lated topics (e.g. substantivity or modality) if we try to explain them without ref-
erence to the notion of structure.  
 But even if we are willing to accept Sider’s argument and we accept that there 
is the structure of the world and we can identify its fundamental parts – proposed 
by physics, logic and mathematics – there are other important issues which 
emerge and which are not addressed in the book at all. If we accept mathematical 
and logical entities as fundamental, how does this influence the way in which we 
define the degree of naturalness of properties? As I said earlier, the degree of 
naturalness is stated by the syntactic complexity of definitions in fundamental 
terms. Since mathematical and logical terms are also fundamental, they don’t 
need a definition. They are defined, as it were, “by themselves”. But does this 
mean that numbers can be included in definitions of some ordinary language 
predicates like ‘being human’? What is their role in those definitions in compari-
son to mass and charge? We can state the “quantity” of mass in some physical 
units, but what is “the unit for mathematical entities”? Moreover, logical terms 
have already been included in definitions – conjunction and disjunction were 
used to relate masses and charges of different physical particles within one defini-
tion. Did the position of logical terms in definitions change after we accepted 
them as fundamental? Can they be included in definitions not only as connec-
tives, but also as fundamental terms? 
 I understand that if Sider wants to claim that logical terms are fundamental, 
he has to answer challenges stated by his opponents who undermine the funda-
mentality of some logical notions. But this is still only a strategy of showing 
gains. The final upshot would look far more convincing if it were based on a sat-
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isfactory and more detailed explanation of “internal relations” between funda-
mental parts within the structure. 
 Sider could respond that his main aim is not a metasemantic theory for ordi-
nary language; so he doesn’t need to pay much attention to possible problems 
with fundamental definitions of ordinary terms. His aim is to build the On-
tologese – a language of metaphysics which is primarily stated in fundamental 
terms. This is certainly true, as well as that the main feature of the Ontologese is 
an independence of its (meta)semantics from the (meta)semantics of ordinary 
language and vice versa. But despite their independence, Sider believes that there 
is no theoretical obstacle which could stop us in providing definitions of our or-
dinary terms in terms of the fundamental ones. Moreover, even the Ontologese 
will probably involve less-than-fundamental terms which need to be defined. And 
this seems problematic, until we answer basic questions about relations of fun-
damental terms. 
 This said, I must also stress that the book has several positive aspects. With 
regard to the length of the review, I am not going to focus on the discussion of 
possible applications of Sider’s notion of a joint-carving/structure. Some of them 
could surely present a valuable contribution to particular topics – e.g. his applica-
tion of joint-carving within Bayesianism to setting the prior probability distribu-
tion or his discussion of deflationism in terms of quantifier variance. 
 However, the most positive aspect of Sider’s realism lies in its most general 
motivations. And as far as I can tell, those motivations are the right ones. First of 
all, it’s the idea that being a realist doesn’t mean to have a ready-made answer for 
every metaphysical question. It requires patient reconsidering of particular ques-
tions case by case. Secondly, it is the idea that it would be naïve to suppose that 
we can answer any metaphysical question without looking at the world – by mak-
ing stipulations regarding how the world must and could be or by conceptual 
analysis of the ordinary language. If we want to say something about the world 
we must build on what we have already found out and look for answers we still 
don’t have. Thirdly, it is the defeasible character of his views. Sider doesn’t try to 
pretend that he uncovered the eternal and unchangeable truth about the world and 
its structure. His main assumption relies on the notion of the best theory of the 
world. And what Sider proposes is based on what our best theory tells us about 
the world. If we are forced to change the best theory, he is willing to accept con-
sequences and possibly modify or abandon his views without any hesitation. This 
may sound like a weak point of the book, but it is actually its highest virtue. It is 
a step in a good direction for realism in metaphysics. 
 Furthermore, the book wants to offer something more than to be a one of 
many metaphysical theories. Throughout the book Sider draws a line – the line 
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delineating boundaries of metaphysical investigation. We can look at the book as 
on an attempt to create a safe ground for metaphysics. A ground deprived of any 
debts to ordinary language, modality or any other philosophical investigation. It 
is an attempt to redefine the scope and – most importantly – the methodology of 
metaphysics. Building “toy” metaphysical languages (meant as some earmarked 
parts of the Ontologese) could be a way how to approach various questions in 
metaphysics. After all, the book offers several illustrious examples. As Sider says 
– you are invited to enter the metaphysics room. The Ontologese and the meth-
odology of the toy languages definitely need some enhancements to play the role 
of a common ground for metaphysics. But it is up to the reader if she wants to 
step in and try to improve it from within. 
 The book offers an interesting metaphysical theory advocating realism about 
structure and it is definitely obligatory reading for anyone interested in current 
metaphysics. It is a book with a potential to change a course of metaphysics in 
nearby future. But there are still open issues which need to be elaborated in 
Sider’s idea of structure – mainly the role and relations of mathematical and logi-
cal fundamental terms. For now, I prefer sticking with a more sceptical view 
about the possibility of writing the book of the world. 

Matej Drobňák 
matej.drobnak@gmail.com 
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Modal Metaphysics: Issues on the (Im)Possible III 
(Institute of Philosophy, Slovak Academy of Sciences,  

Bratislava, September 16-17, 2015) 

 It is hard to believe that Bratislava hosted yet another instalment of a confer-
ence whose topic included, but did not exhaust, contemporary developments in 
the metaphysics of modality. Modal Metaphysics: Issues on the (Im)Possible III 
was organized by the Institute of Philosophy of Slovak Academy of Sciences, 
Slovak Metaphysical Society and Slovak Philosophical Association. This year 
was especially “impossible“ due to the more or less recent work of our plenary 
speakers: Daniel Nolan (Australian National University, Australia) and Mark 
Jago (University of Nottingham, UK).  
 As usual, the list of contributors and commentators (henceforth in brackets) 
indicated that the focus of the conference was on metaphysical, logical, epistemo-
logical and methodological problems of modality. The first day started with Andy 
Yu’s (Oxford University, UK) “The Indefinite Extensibility of Proposition” and 
Andriy Vasylchenko’s (National Academy of Sciences of Ukraine, Ukraine) 
“Identity and Existence in Intentionally Possible Worlds” and continued with 
Sam Cowling’s (Denison University, USA) “Conceivability Arguments for Haec-
ceitism” (Jonathan Livingstone-Banks), Peter Marton’s (Clark University, USA) 
“Knowing Possibilities and the Possibility of Knowing (A Further Challenge for 
the Anti-Realist)” (Igor Sedlár), keynote given by Daniel Nolan entitled “Condi-
tionals and Curry”, Karen Green’s (University of Melbourne, Australia) “Natural 
Language and Ontological Illusions” (Darragh Byrne/Naomi Thompson), Igor 
Sedlár’s (Comenius University in Bratislava, Slovakia) “Impossible Worlds in 
Epistemic Logic” (Peter Marton), Louis deRosset’s (University of Vermont, 
USA) “Modal Logic for Contingentist Metaphysics”, Darragh Byrne’s (University 
of Birmingham, UK) and Naomi Thompson’s (University of Hamburg, Germany) 
“Is the World Really Hyperintensional?”, Michael De’s (University of Konstanz, 
Germany) “Five-dimensionalism” (Theodore Locke) and Brian Ball’s (Oxford 
University, UK) “Modality and Metaontology” (Amy Karofsky).  
 The program of the second day commenced with a couple of talks, namely 
Nikk Effingham’s (University of Birmingham, UK) “Heterodox Ludovicianism” 
(Louis deRosset) and Theodore D. Locke’s (University of Miami, USA) 
“Grounding and Impossible Worlds” (Brian Ball). It then continued with Amy 
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Karofsky’s (Hofstra University, USA) “The Impossibility of Otherwisedness” 
(Sam Cowling), Zsófia Zvolenszky’s (Eötvös University, Hungary) “Inadver-
tently Created Fictional Characters Are Innocuous” (Jonathan Nassim), a key-
note address by Mark Jago entitled “Three Roads to the Impossible”, Jonathan 
Livingstone-Banks’s “Essence and Possibility”, Johannes Bulhof’s (McNeese 
State University, USA) “The ‘Problem’ of Alien Properties” and finished with 
Cristina Nencha’s (Northwest Philosophy Consortium, Italy) “Essentialism and 
David Lewis” (Andriy Vasylchenko). 
 We’ve been always thinking about the “Issues” as a conference that fills a cer-
tain gap in (at least) the region of central Europe. The experience shows however 
that it transcends Europe and attracts philosophers from all around the world. 
That gives us reasons to continue in organizing it and, of course, we will. In fact, 
we have already started and the reader can check out how it goes at our sites 
www.metaphysics.sk.  

Martin Vacek 
martinvacekphilosophy@gmail.com 

 

Errata 

The following list involves errors which inadvertently appeared in Duško Prelević’s article 
“Modal Empiricism and Knowledge of De Re Possibilities: A Critique of Roca-Roye’s Ac-
count” (Organon F 22, No. 4, 488-498): 

Location Error Correction 
p. 489, lines 7-8 
from the bottom 

“for explaining successfully  
a posteriori cases” 

“for explaining successfully  
de dicto cases” 

p. 489, lines 4-5 
from the bottom 

“a posteriori and de re reading 
respectively” 

“de dicto and de re reading  
respectively” 

p. 489, lines 3-4 
from the bottom 

“explaining a posteriori read-
ing of necessary  

a posteriori statements” 

“explaining de dicto reading  
of necessary a posteriori 

statements” 
p. 490, line 2  
from the top “(a posteriori reading”) “(de dicto reading)” 

p. 495, line 22  
from the top “the possibility a posteriori” “the possibility de dicto” 

p. 495, line 23-24 
from the top 

“knowledge of modality  
a posteriori” 

“knowledge of modality  
de dicto” 

We would like to apologize to the author as well as to the readers for the above mistakes. 

Editors 


